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Preface

This volume deals with recent important achievements of photoemission spec-
troscopy on buried Transition Metal Oxide (TMO) interfaces. The idea of this
monograph began at the APS conference in Denver, Colorado in 2014, when pre-
sented there for the first time was the case that electronic structure of buried interface
was disclosed with a high-resolution angle-resolved soft X-ray photoemission
experiment at the ADRESS beamline of the Swiss Light Source. Performing an
ARPES experiment not in-situ, without surface preparation, and on an electron
system buried behind a few-nm-thick overlayer was a very challenging and ambi-
tious project. The combination of advanced instrumentation with high energy
resolving power, the excellent quality of samples produced after many years of
growth parameters optimization (already initiated in 2007 by the Triscones research
group in Geneva), and the team of motivated people made possible to achieve the
results presented in this book.

In this monograph, we want to report on the latest progresses in photoemission
spectroscopy techniques which allowed the investigation of buried complex oxide
interfaces. While the conventional ARPES experiment focuses on the surface proper-
ties, surfaces are hardly construction elements of solid-state electronics, staying rather a
playground for fundamental physics. The interfaces, on the contrary, represent the core
of nowadays electronics and spintronics, and can therefore be characterized by the
famous phrase “the interface is the device” by the Nobel laureate Herbert Kroemer.
Selected examples of complex material systems, with particular attention to the para-
digm system of oxide electronic, LaAlO3/SrTiO3 two-dimensional electron system
(2DES), will be given together with quantitative theoretical description which often
demands the advanced methods to be validated. Although photoemission spectroscopy
is the main technique considered in this book, a special consideration is given also to
the description of the growth of the oxides and the influence of the growth parameters
on the transport properties and electronic structure.

In Chap. 1, an introduction to ARPES will be given stressing specifically the
employ of high energy photoemission to probe interfaces. In Chaps. 2 and 3, a
detailed description of the LAO/STO interface will be provided, including the effect
of the growth parameters on the electronic and transport properties. Chapters 4–7
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are devoted to the photoemission spectroscopy techniques (XPS, ARPES, and
standing wave photoemission) to investigate complex oxide interfaces and bare
TMO surfaces to extract the valence state, the band structure, and the Fermi surface.
Chapters 8 and 9 present the theoretical work done on TMO interfaces within the
DFT models further extended to include dynamical effects. Chapters 10 and 11 deal
with two other spectroscopy techniques, XAS and RIXS, applied to buried interface
and to magnetic materials.

We are very grateful to all the authors who participated in the realization of this
book with their valuable chapter contributions. We enjoyed to compile and put
together the excellent chapters prepared with care and attention by different authors
in different laboratories all around the world.

Zürich, Switzerland Claudia Cancellieri
Vladimir N. Strocov
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Chapter 1
Introduction: Interfaces as an Object
of Photoemission Spectroscopy

C. Cancellieri and Vladimir N. Strocov

Abstract In this short introductory chapter, basic concepts of photoemission
techniques will be given. In particular, the importance of some parameters like prob-
ing depth, energy and momentum resolution will be tackled by comparing photoe-
mission experiments in different photon energy ranges from ultraviolet to soft and
hard X-rays. Buried system i.e. interfaces could be probed only by using high energy
photoemission. Apart from the band structure resolved in electron momentum k,
the photoemission technique directly probes the electron spectral function encoding
information about how particles are dressed by their interactions with the remain-
der of the system. Many body effects and electron correlation can in this way be
accessed, in particular, the electron-phonon interaction affecting electron mobility.
Finally, the instrumental development of photoemission is described in connection
with its scientific perspective.

1.1 Introduction

Angle-resolved photoelectron spectroscopy (ARPES) is a worldwide spread experi-
mental technique to explore a variety of solid-state systems. Used in many laboratory
and synchrotron facilities, this technique allows access to electronic band structure
and many-body interactions in condensed matter physics. Historically the first pho-
toelectric effect experiments that revealed the interaction of light with solids, were
performed byHeinrichHertz (Karlsruhe) andWilhelmHallwachs (Dresden) in 1887.
At that time, the maximum kinetic energy of the photoelectrons could be determined
under vacuum conditions by the retarding-field technique [1]. However, only several
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2 C. Cancellieri and V. N. Strocov

years after, the Einsteins formulawas experimentally confirmed by observing a linear
dependence between kinetic energy and photon energy hν. Progress in theory, and
by rather diverse, but important instrumental improvements have occurred and still
develops today. On the way of historical development of photoemission as the spec-
troscopic technique [2], various kinds of magnetic and electrostatic analyzers were
developed in order to increase resolution of the photoelectron energy analysis.A large
variety of photon sources became available, and at the same time physical and chem-
ical surface condition become better controlled such that surface and bulk effects
could be disentangled. Despite the huge instrumentation and technology improve-
ment of nowadays setups, a photoemission experiment for spectroscopic purposes is
basically performed in the same way as more than 100 years ago. The ARPES exper-
iment is sketched in Fig. 1.1. Photons from a monochromatic light source—which
can be produced either by a laboratory source like gas discharge lamp or X-ray tube,
or by a synchrotron radiation facility—are shined on a sample. The photoelectrons,

Fig. 1.1 The schematic representation of high energy ARPES. The detected electron travel through
an overlayer material. Courtesy of M. Lopes, University of Geneva

fadley@physics.ucdavis.edu



1 Introduction: Interfaces as an Object of Photoemission Spectroscopy 3

liberated by the photoelectric effect, are then analyzed with respect to their emission
angle and kinetic energy by an electrostatic analyzer. Photoemission as the spectro-
scopic technique was pioneered in the early 1960s by several groups, in particular
by the group of Spicer (Stanford) [3], who measured the first ultraviolet (UV) pho-
toelectron valence band spectrum on copper and conceived the three step models.
Electronic surface states were first reported in 1962 for Si(111) [4].

The use of synchrotron radiation for a photoemission experiment has become very
popular not only for a bigger data throughput in comparison with the laboratory UV
orX-ray sources but also becausemany dedicated synchrotron facilities have become
available worldwide. The main advantage of these radiation sources is the possibility
to properly and accurately select the photon energy by a monochromator from a
continuous spectrum over a wide range of energies. Other important advantages of
the synchrotron light include variable polarization, high intensity and brightness,
small photon spot on the sample, and the possibility of time-resolved experiments on
a very short timescale, below the nanosecond range. These advantages made possible
many experiments and pioneering findings otherwise unattainable using laboratory-
sources. However, the comparatively simple and cheap laboratory sources are still
widely used for many applications.

Photoemission spectroscopy can be performed on different classes of materials
with a variety of physical properties like magnetism, superconductivity, 2D and
3D conductivity which can result in complicated band structures and correlation
effects. The possibility to access to electron correlation effects should lead to a
detailed understanding of many intriguing aspects of many-body physics that is
fundamental for the development and application of complex functional materials
for future generations of electronic and spintronic devices.

Complex oxides comprises mostly transition metal oxides (TMO) qualify nowa-
days as unique and diverse class of solids and a hot topic of interest for applications.
The TMO materials exhibit a broad range of significant electronic properties rang-
ing from ferroelectricity to metal-insulator transitions as well as from magnetism to
superconductivity. Many of these compounds display structural instabilities, strong
electronic correlations, and complex phase diagrams with competing ground states
[5]. These features are quite desirable from an engineering perspective since they
could prove instrumental in the design of novel ultrasensitive sensors with a strong
response to small stimuli. Engineered structures of transition metal oxides there-
fore seem the ideal platform to explore interfacial effects that could possibly lead to
new physics and material phases. In this respect, the conducting layer at the interface
between LaAlO3 (LAO) and SrTiO3 (STO) that was observed byOhtomo andHwang
a decade ago [6] has attracted a considerable amount of attention. Many efforts have
been dedicated to the detailed investigation of this system, using a variety of tech-
niques worldwide resulting in excellent works and interesting findings which make
the LAO/STO the representative system for complex oxides interfaces. LAO/STO it
is also one of the “protagonist” of this monograph devoted to various spectroscopic
techniques applied to TMO interfaces.

fadley@physics.ucdavis.edu



4 C. Cancellieri and V. N. Strocov

1.2 Basics of Photoemission Spectroscopy: Energetics
and Momentum Resolution

Photoemission spectroscopy (PES) is a well-known technique which measures elec-
tronic structure of a solid through the external photoelectric effect. If incident photon
energy is higher than work function of the material, electrons from the top few or a
few tens of atomic layers near the surface will be stimulated into vacuumwith kinetic
energy Ekin . Binding energy EB of electrons back in the solid relative to the Fermi
level EF can be determined from the following equation:

EB = Ekin − hν − Φ (1.1)

where Φ is work function of the material and hν photon energy. The simplest pho-
toemission process consists of photoexcitation of an electron from the K-shell, i.e.
the 1s core-level, of an atom. The corresponding photoemission spectrum consist of
a single line with a binding energy that increases with the atomic number [7].

Angle-Resolved Photoemission Spectroscopy (ARPES) makes one step further
and measures, in addition to energy of photoelectrons, their momenta rendering into
band dispersions E(k). Themomentum selectivity of ARPES is based on the fact that
photoexcitation in the solid conserves electron momentum k. Furthermore, owing
to the translation symmetry of the crystal surface, the surface-parallel momentum
component k‖ of the outgoing photoelectron is equal to its k‖ back in the valence
band. It can therefore be determined from the photoelectron polar emission angle θ

(measured from the surface normal, see Fig. 1.1):

k‖ =
√
2m(hν − φ − EB)

�
sin θ (1.2)

The surface-perpendicular momentum is distorted by the crystal potential alternation
at the surface, but in principle can be recovered assuming free-electron dispersion
of photoexcited electron states. In the case of 2D states like the surface and inter-
face states or electron states in layered materials such as graphene, it is possible to
ignore k⊥. Then the band dispersion E(k‖) is simply determined as EB depending
on k‖ defined by the two above equations. The ARPES spectral intensity is related
to so-called spectral function A(k, ω), which contains fingerprints of all many-body
interactions in the solid including electron-phonon coupling and electronic correla-
tions discussed in Sect. 1.3, modulated by the photoexcitation matrix element.

A typical image of ARPES intensity rendered from the raw experimental (Ekin, θ)

coordinates to (EB,k) is shown in Fig. 1.2a. Analysis of the ARPES data often
employs so-called energy distribution curves (EDC) representing energy dependence
ofARPES intensity for fixedk, (b). The EDCpeaks identify the band dispersions, (c).
For metals, one can trace points in k-space where the bands cross EF . The manifold
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1 Introduction: Interfaces as an Object of Photoemission Spectroscopy 5

Fig. 1.2 Anexample ofARPESdatameasuredon annealedAg (100) cleaned surface (unpublished):
a Photoemission intensity rendered from themeasured (Ekin, θ) to (EB ,k) coordinates using the1.1
and 1.2; b Corresponding series of energy distribution curves (EDCs) crossing the Fermi level, and
c band dispersions and d Fermi surface map

of these k-points defines the Fermi surface. Mapping of photoemission intensity at
EF as a function of two emission angles θ and χ (Fig. 1.2), rendering into two k‖,
produces the experimental Fermi surface contours.

1.3 Spectral Function and Many-Body Interactions
in Photoemission

The power of ARPES as a spectroscopic technique is however not exhausted by
informing only the electron energy levels and their distribution in k-space. If the
photoelectron excitation and removal from the system are fast enough compared
to the electron relaxation time (so-called sudden approximation which can be ques-
tioned only at very lowexcitation energies) the energy- andk-resolved photoemission
intensity can be expressed as the following:

I (ω,k) = ∣
∣M f i

∣
∣
2
F(ω)A(ω,k) (1.3)

where M f i is the photoemission matrix element coupling the final state | f > with
the initial sate< i |, the Fermi-Dirac function F(ω) = 1

1+e
ω
kT

restricts photoemission

to the occupied initial states, and A(ω,k) is the one-particle spectral function. The
latter, being essentially a probability to find an electronwith energyω andmomentum
k, informs thewhole spectrumof electron interactionswith other electrons, plasmons,
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6 C. Cancellieri and V. N. Strocov

phonons, spin excitations, etc. in the system. While the reader can find exhaustive
reviews of the many-body aspects of ARPES elsewhere—see, for example, [8, 9]
and the references therein—we will here recap the most basic concepts. A typical
shape of A(ω,k) is sketched in Fig. 1.3. A non-interacting electron system (where the
electron interaction is not actually neglected but approximated by interaction with an
average effective potential) is characterized by A(ω,k) shown inFig. 1.3awhere each
k-state is a δ-peak corresponding to a non-interacting particle having infinite lifetime.
Each state has the normalized weight Z = 1, and the occupation number is either 1
below the Fermi vector kF or 0 above kF. In the interacting electron case, however,
the excitations in the system such as electrons or holes get dynamically screened
by other electrons and finally dissipate, which results in shifting of their energy
compared to the non-interacting case and in their finite lifetime. Mathematically,
this characteristic property of the interacting system is expressed with a concept of
a (non-local operator of) complex self-energy

Σ(ω,k) = Σ
′
(ω,k) + iΣ

′′
(ω,k) (1.4)

whose real part Σ
′
(ω,k) describes the energy shift relative to the non-interacting

case and imaginary part Σ
′′
(ω,k) the finite lifetime. The corresponding A(ω,k)

takes the form

A(ω,k) = −1

π

Σ
′′
(ω,k)

[

ω − ε(k) − Σ
′
(ω,k)

]2 + [

Σ
′′
(ω,k)

]2 (1.5)

where ε(k) is the non-interacting band dispersion. Such screened excitations in the
interacting electron system are called quasiparticles (QPs). The sketch of A(ω,k) in
this case is shown in Fig. 1.3b. The electron interactions shift the QP peaks in energy
by Σ

′
(ω,k) compared to the non-interacting case and broaden them to an energy

width equal to Σ
′′
(ω,k). The broadening results in fractional occupation number

of states near kF. ARPES studies of the QP peak lineshape focus on mechanisms
of electron-electron correlation which can follow distinctly different models of the
electron system ranging from the canonical Fermi liquid to so-called marginal Fermi
liquid in strongly correlated systems such as high-temperature superconductors and
exotic Tomonaga–Luttinger liquid in one-dimensional systems [8, 10]. Figure1.3b
illustrates that A(ω,k) can embed, apart from the QP peak, additional satellites
at higher binding energy. These satellites arise from entanglement of electrons with
charge-neutral bosonic excitations such as plasmons, spinons, excitons, phonons, etc.
[11]. As in any case A(ω,k) obeys the sum rule

∫ ∞
−∞ A(ω,k)dω = 1, the satellites

steal spectral weight from the QP peak which acquires then a fractional normalized
weight Zk < 1. We find examples of electron entanglement with bosons in the con-
ventional superconductivity, where electron-phonon coupling mediates formation
of the Cooper pairs, or in possible scenarios of high-temperature superconductivity
mechanisms involving electron coupling to spin excitations. For oxide systems with
their ionic character and easy structural transformations, particularly important is

fadley@physics.ucdavis.edu



1 Introduction: Interfaces as an Object of Photoemission Spectroscopy 7

Fig. 1.3 One-electron spectral function A(ω,k) for a non-interacting (a) and interacting (b) elec-
tron systems. Electron-electron interaction shifts and broadens the A(ω,k) peaks, and electron-
boson interaction forms a satellite structure. Figure adapted from [8]

formation of so-called polarons [12] when, in response to strong electron-phonon
coupling, electrons drag behind them a local lattice distortion significantly reducing
their mobility (see the Chap.6). Therefore, ARPES studies of the satellite structures
deliver information about the electron entanglement with bosonic modes crucial for
a wealth of physical phenomena.

1.3.1 Matrix Element Effects

As we have seen above, the photoemission response of A(ω,k) is modulated by
the matrix element which, in the framework of one-step theory of photoemission
[13], is found as M f i = 〈 f |A · p| i〉 where the final and initial states are coupled by
a product of the electromagnetic field vector potential A and momentum operator
p. The experimental geometry and photon energy dependence of M f i can be used
constructively in the ARPES experiment. For example, one can perform symmetry
analysis of the valence states by choosing the experimental geometry in such a way
that the photoelectrons are detected in a mirror plane of the sample. In this case p-
polarization of the incident photons (the electric field vector E parallel to the mirror
plane) excites only the valence states having even symmetry, and s-polarization (E
perpendicular to the mirror plane) only having odd symmetry relative to the mirror
plane [8, 14, 15]. Furthermore, if we neglect the polarization effects expressed by
A · p, then M f i appears simply as a scalar product 〈 f | i〉 of the final and initial sate
wave functions. Tuning photon energy varies 〈 f | and therefore its overlap with
| i 〉, which allows us to either silence or boost photoemission response of certain
valence states to discriminate them from the rest of the valence band. Examples of
such constructive use of the matrix elements can be found in the Chaps. 5 and 6.

fadley@physics.ucdavis.edu
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1.4 High-Energy Photoemission as a Probe for Buried
Systems

An important parameter to describe surface sensitivity of the photoemission experi-
ment is its probing depth defined by mean free path (MFP) of photoelectrons escap-
ing from the solid. In Fig. 1.4, the so-called “universal curve” of the electron MFP is
shown as a function of kinetic energy [16]. The best method to increase the probing
depth and simultaneously increase electron momentum resolution seems to reduce
hν It seems then natural to consider a UV laser as a low-energy light source for
the ARPES experiments. However, the pulse length of a regular laser is very short
and the number of photons in each pulse is very high, that brings in space charge
effects deteriorating the energy resolution. Apart from instrumental limitations, a
fundamental drawback of ARPES experiments with UV laser sources is their limited
intercept in k-space coming from small hν, see 1.2. Moreover, the “universal curve”
compiled mostly for metals does not take into account elastic scattering of photo-
electrons in the low energy final states [17] and thus largely overestimates MFP for
oxide and insulating materials. In the higher energy UV photoelectron spectroscopy
(UPS) energy range the MFP dramatically decreases. This translates into the fact
that only a thin layer of the sample is probed in UPS, indicated in Fig. 1.4, and the
surface preparation is fundamental. Clearly the UPS cannot be applied to investigate
buried interfaces but only to bare surfaces which are properly prepared prior to the
experiment. Chapter 4 is dedicated to the photoemission of bare TMO surfaces like
STO. In order to overcome the surface sensitivity of the UPS, hν has to be pushed
to the opposite side of the “universal curve” at higher energy values. The soft and

Fig. 1.4 Universal curve of
photoemission with different
PES energy ranges indicated.
Adapted from [16]

fadley@physics.ucdavis.edu
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1 Introduction: Interfaces as an Object of Photoemission Spectroscopy 9

hard X-ray regions indicated in Fig. 1.4, represents the spectroscopic ranges where
the enhanced bulk sensitivity allows access to buried systems such as interfaces,
heterostructures, and impurities (see Fig. 1.1 as a representative scheme of photoe-
mission on buried systems). Moreover, surface preparation and control is less critical
in this range of photon energies, making the ARPES experiment more practical.

The fundamental advantage of soft-X-ray ARPES (SX-ARPES) with hν around
1 keV compared to the conventional UV-ARPES, as we have seen above, is an
increase of the photoelectron MFP and thus probing depth [16]. SX-ARPES virtues
and challenges will be discussed in detail in Chap.6, and here we briefly summarize
them. For the merits, we can mention:

• Probing depth: the use of soft X-rays makes this technique less surface sensitive
than UV-photoemission

• 3D momentum resolution: the increase of MFP results in improvement of the
intrinsic k⊥ resolution [18].

• Chemical specificity achieved using resonant photoemission: the SX-ARPES
energy range goes through the L-absorption edges of transition metals and M-
edges of the rare earths.

Challenges are however present:

• Reduction of the valence band (VB) photoexcitation cross-section by a few orders
ofmagnitude compared to theUV-ARPESenergy range.This canonly beoverpow-
ered with advanced synchrotron radiation instrumentation delivering high photon
flux [19].

• Relaxation of k-selectivity because of the atomic thermal motion.
• Energy resolution roughly proportional to hν.

Hard X-ray photoelectron spectroscopy (HAXPES) in the multi-keV range can be
beneficial for further increase of theMFP to 5–10 nm, delivering true bulk sensitivity.
This virtue goes along however with dramatic reduction of the VB photoexcitation
cross section and relaxation of k resolution, resulting in loss of coherent spectral
and, on the high-energy end of HAXPES, the recoil effects that smear not only the k
but also energy definition [20]. Although k resolved studies have been demonstrated
for some materials, the main focus of HAXPES is k-integrated core level studies.
HAXPES studies on buried interfaces and heterostructures, including depth-resolved
experiments with standing X-ray waves, are discussed in Chaps. 5 and 7.

This volume focuses mainly on SX-ARPES combining significant increase of the
probing depth compared on the UV with good k resolution and still acceptable VB
cross-section. The use of cutting edge instrumentation, combining high energy and
k resolution with high photon flux and detection efficiency, is essential for studying
the electronic structures of buried interfaces and strongly correlated electron systems
with different surface and bulk electronic structures.
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1.4.1 Probing Depth of High Energy Photoemission

1.4.1.1 GaAs behind As protective layer

A representative example of the penetrating ability of SX-ARPES is the work on
GaAs buried behind a capping layer of amorphous As layer with a thickness of
1 nm [21, 22] which protected the GaAs underlayer against oxidization in atmo-
sphere. Although such capping layer can be removed by annealing up to 180 ◦C this
complicates the photoemission experiment. The problem is overcome by the use of
SX-ARPES with photon energies up to 1 KeV which allows the observation of bulk
dispersions in GaAs underlayer through the capping layer, an obviously impossible
case for the conventional UV-ARPES.

In Fig. 1.5 three experimental ARPES images acquired with increasing photon
energy are shown. The hν values were selected to stay at the �-X line of the Bril-
louin zone (BZ). The low-energy image in panel (b) evidences no band dispersion and
it is dominated by the structureless signal from the amorphous As overlayer. Increas-
ing the energy of the incident photons allows to access the GaAs underlayer as the
electron MFP is also increased. In panels (c) and (d) the ARPES images gradually
develop astonishingly clear dispersive structures formed by the coherent photoelec-
trons crossing the amorphous layer. These band structures can be distinguished in
the canonical manifold of the light-hole (LH), heavy-hole (HH), and spin-orbit split
(SO) bands of GaAs seen through the amorphous capping layer.

1.4.1.2 LaAlO3/SrTiO3 Interface

New physical phenomena, not anticipated from the properties of individual bulk con-
stituents, can arise at interfaces and heterostructures of strongly correlated TMOs.
The new functionalities associated can have large impact and relevance for future
device applications. One such system is the LaAlO3/SrTiO3 (LAO/STO) interface,
one of the main subjects of this book. The use of ARPES technique to investigate this
kind of buried systems, achievable nowadays by virtue of the cutting edge instrumen-
tation and last generation synchrotrons, allows direct access to their k-resolved elec-
tronic band structure. In this case SX-ARPES allows penetration through the LAO
layer which is at least 4 u.c. (1.5 nm) thick in order to achieve the two-dimensional
electron system (2DES) at the LAO/STO interface (Fig. 1.6). However, the 2DES
signal is extremely small. The use of resonant photoemission with its elemental and
chemical state specificity [24], can overcome the low intensity signal, increasing
specifically the signal of the interface Ti3+ ions whose valency contrasts them with
the Ti4+ ones from the STO bulk. The long sought for k-resolved information about
the interfacial Fermi surface, band structure and orbital composition is obtained
in this SX-ARPES experiment. The detailed account of SX-ARPES experiments,
including identification of polaronic nature of the interface charge carriers, will be
given in Chaps. 5 and 6. In Chaps. 2 and 3 the growth parameters and the transport
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Fig. 1.5 Soft X-ray ARPES of As-protected GaAs: a GaAs(100) samples protected by amorphous
As capping layer; (b–d) ARPES images along the�-K-X line of the BZmeasuredwith the indicated
hν. Development of the GaAs band structure signal with hν evidences the increase of the electronic
MFP. Adapted from [21]

properties of the LAO/STO interface will be presented. For a comprehensive pho-
toemission investigation of the bare STO surface the reader is referred to Chap. 4.
Density-functional and many-body theoretical picture of the LAO/STO electronic
band structure will be described in Chaps. 8 and 9, respectively.

1.4.2 ARPES Instrumentation

The enormous progress in ARPES instrumentation seen over the last decades is com-
ing from dramatic improvement of the light sources, on one side, and of the ARPES
analyser on the other side. Although routine ARPES experiments can be performed
with laboratory sources such as X-ray tubes, UPS gas-discharge lamps and lasers,
the most advanced experiments require synchrotron radiation sources (see [25] for
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Fig. 1.6 Schematic representation of the ARPES signal collected on buried LAO/STO interface.
Fermi surfaces and band dispersion can be accessed. Adapted from [23]

entries). Starting from the 3rd generation machines, the synchrotrons produce light
in straight sections of the ring using wigglers or undulators where movement of
relativistic electrons through a periodic array of magnets produces intense coher-
ent radiation. These sources bring advantages of high photon flux, tunable photon
energy and polarization, and small focused spot size on the sample. The photon flux
is particularly important for ARPES of buried interfaces with soft and hard X-rays
because of dramatic reduction of the valence band photoexcitation cross-section at
high photon energies [26] and, naturally, attenuation of photoelectrons in the over-
layer. On the photoelectron analyser side, the general evolution trend of the ARPES
instrumentation has been development of dispersive and imaging electron optics
to achieve multichannel detection in an extended region of photoelectron energies
E and emission angles θ [27–29]. A modern high-resolution ARPES analyzer—
the hemispherical analyser (HSA)—is sketched in Fig. 1.7. Energy dispersion and
focusing of electrons, performed by the hemisphere, combine in this analyzer with
imaging of emission angles onto the entrance slit of the hemisphere, performed by
the electrostatic lens. This combination creates in the HSA focal plane a 2D image
of photoelectron intensity as a function of E and θ . The dramatic efficiency gain
achievedwith thismultichannel concept has been instrumental for the recent progress
of ARPES. The most recent development has been the angle-resolved time-of-flight
(ARTOF) analyzer [30] which allows multichannel acquisition of already 3D pho-
toelectron intensity data as a function of E and two orthogonal emission angles θx
and θy .

fadley@physics.ucdavis.edu
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Fig. 1.7 Scheme of a hemispherical electron analyzer. Electron energy dispersion in the hemi-
spherical capacitor combines with angular imaging in the electrostatic lens, which creates a 2D
image of photoemission intensity as a function of energy E and emission angle θ (adopted from
[28])

Detection of the photoelectron spin in the ARPES experiment, in addition to
energy and momentum, plays a crucial role in investigation of many physical phe-
nomena, ranging from the obvious example of magnetism, via novel materials for
spintronics applications such multiferroic Rashba semiconductors [31] to high tem-
perature superconductivity (see a recent review [32] and the references therein).
On the technical side, however, spin-resolved ARPES (SARPES) suffers from an
immense intensity loss of at least 2 orders of magnitude associated with spin resolu-
tion and, until very recently, detecting photoelectrons only in one energy and angular
channel. Most recently, however, a few concepts of multichannel SARPES detectors
have been demonstrated. They use either spin-polarized reflectivity of low-energy
electrons [28, 33] or Mott scattering of high-energy electrons [15] as spin-selective
processes, which are combined with imaging-type electron optics to deliver the full
2D image of spin asymmetry as a function of photoelectron E and θ . A dramatic effi-
ciency gain achieved with thesemultichannel instruments promises to push SARPES
from essentially surface science applications in theUVphoton energy range to buried
interfaces and heterostructures in the soft- and hard-X-ray ranges.

Concluding remarksWe have therefore seen that high-energy photoemission has
just broken out as the experimental technique delivering previously unthinkable
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k-resolved information about the electronic structure of buried interfaces and het-
erostructures such as their Fermi surface, band structure and spectral function. The
following chapters develop in detail all the subjects outlined in this introductory
chapter. The reader is referred to them for each particular topic of interest.
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Chapter 2
The LaAlO3/SrTiO3 Interface: The Origin
of the 2D Electron Liquid and the Fabrication

S. Gariglio and C. Cancellieri

Abstract This chapter discusses the formation of the 2D electron liquid at the
LAO/STO interface. The first part presents the theoretical proposals aimed at explain-
ing the origin of the charge at the interface. The second part focuses on the importance
of the growth techniques and parameters like temperature, oxygen pressure, post-
deposition annealing and their influence on the electronic transport properties.

2.1 Origin of the 2D Electron Liquid

2.1.1 Introduction

The progress in the deposition of epitaxial oxides thin films achieved in the last
20years allows currently the fabrication of oxide heterostructures with a quality
equivalent to the one reached in III–V semiconductors. This control at the atomic
level has enabled the discovery of a set of fascinating properties and phenomena in
complex oxides such that today novel materials are first designed by first-principles
calculations before their fabrication. The discovery of a conducting interface between
two insulating perovskites, LaAlO3 and SrTiO3, instead, happened as a surprise:
stacking together two insulating materials with large energy gaps (>3 eV) is not
expected to produce conductivity at their interface. This finding stems from the ability
to prepare perovskite single crystals with atomically smooth surfaces, chemically
and thermally treated to offer only one chemical termination for the deposition of
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an oxide layer which is grown unit-cell by unit-cell. In this chapter we present the
LaAlO3/SrTiO3 system, the models proposed to explain the presence of free carriers
at its interface, before reviewing in detail the growth of the LaAlO3 layer and the
influence of the film deposition parameters on the physical properties of the interface.

2.1.2 The Interface

SrTiO3 stands as one of the most remarkable examples of complex oxides. Having
a perovskite structure (see Fig. 2.1), it displays a variety of physical properties upon
small changes in its stoichiometry that put this system at the center of an intense
research, both fundamental and application-oriented. In its stoichiometric form, it is
an insulating compound with a large dielectric constant (εr ∼ 300 at room tempera-
ture) which tends to diverge lowering the temperature [1]. Quantum fluctuations are
thought to suppress a ferroelectric order [2], which can establish if one replaces O16

with O18 [3, 4]. The compound has a 3.2 eV gap between an O 2p valence band and
a Ti 3d conduction band. Electron doping by substitution of La3+ for Sr2+, Nb5+ for
Ti4+ or by creating oxygen vacancies (SrTiO3−δ) leads to a metallic state for one of
the lowest known doping level (1016 cm−3) [5]. This can be explained, in a model
of shallow donors, as a consequence of the large dielectric constant εr which lowers
the donor binding energy below the µeV at 4.2K. Once the doping level reaches
1018 cm−3, a superconducting state appears [6]: the critical temperature, Tc, depends
on doping and has a dome-shaped behaviour, reaching amaximumvalue of∼400mK
[7]. For an electron doping of 1021 cm−3, superconductivity disappears. Along this
continuous increase of carriers, the low temperature charge mobility is reduced from
∼20000 cm2 V−1 s−1 at the insulator to metal transition to few hundreds cm2 V−1 s−1

Fig. 2.1 Representation of
the SrTiO3 perovskite unit
cell in its cubic phase. Sr
atoms are green, O in red
while Ti in gray (color figure
online)

fadley@physics.ucdavis.edu



2 The LaAlO3/SrTiO3 Interface: The Origin of the 2D Electron… 19

for carrier densities of 1020 cm−3. This decrease is due to the ionized impurity scat-
tering which scales with the dopants introduced into the material [8]. At higher
temperatures, the mobility is limited by scattering with several phonon modes, both
optical and acoustic, a phenomenon that is currently well described.

If one looks along the crystallographic direction [001], the crystal appears as
a sequence of Sr2+O2− and Ti4+(O2−)2 atomic planes, each being charge neutral
according to the cation nominal valence state. The cutting and polishing procedure
to obtain (001) surfaces results in a mixed termination, both SrO and TiO2 cation
planes exposed to air. This is due to the miscut angle (from 0.1◦ up to 1◦) between
the polishing (optical) plane and the crystallographic plane. In 1994, Kawasaki
et al. proposed to use a wet solution of HF-buffered NH4F with a pH = 4.5 [9] to dis-
solve the SrO and hence obtain a single TiO2 termination. This approach, perfected
during the years using different chemical solutions and thermal treatments [10], pro-
duces surfaces with atomically smooth TiO2 terraces, usually between 200nm and
1 µm wide, separated by steps one-unit-cell high (i.e. 3.905 Å at room tempera-
ture). This chemical termination is a requisite for the formation of the 2DEL: when a
LaAlO3 layer thicker than 3 unit cells (u.c.) is epitaxially deposited on top, interface
conductivity can be observed [11]; changing the termination to SrO results in an
insulating system [12]. The crystal structure of the heterostructure LaAlO3/SrTiO3

is shown in a schematic view in Fig. 2.2.
LaAlO3 is also a perovskite insulator, with a gap of 5.6 eV between the O 2p

valence band and the La 4 f conduction band. At room temperature it has a rhom-
bohedral symmetry with an equivalent pseudo-cubic lattice parameter of 3.7911 Å.
Looking along the [001] pseudocubic direction, the crystal is a stack of La3+O2−
and Al3+O2−

2 atomic planes, each charged, positively and negatively respectively, of
1 electron charge per u.c. As a consequence, the (001) LaAlO3/SrTiO3 heterostruc-
tures presents a polar discontinuity.

Fig. 2.2 Schematic view of
the LaAlO3/SrTiO3
interface. The [001]
direction is oriented along
the growth direction, the
[010] axis points towards
the reader, while the [100]
points to the left of the page.
Source Drawing produced by
VESTA [61]
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Fig. 2.3 A (001) heterojunction between Ge and GaAs. Left: a sharp interface produces a surface
polarization and consequently the rise of an electric potential in the right side of the junction. Right:
the same heterojunction with two transitions planes, the first is 1/4 As, the second is 3/4 Ga while
the remaining atoms are Ge. This charge configuration eliminates the build up of the electrical
potential. Image adapted from [13]

2.1.3 The Polar Discontinuity

The growth of heterojunctions between III–V semiconductors like GaAs and Si/Ge
(IV) already illustrated the issues of polar discontinuities between materials possess-
ing the same crystal structure and nearly an exact lattice match but different surface
polarities. Along the [001] direction, Ge atomic planes are neutral while each Ga or
As plane, parallel to the interface, is charged. The consequence of this charge config-
uration is an electric potential in GaAs which develops, with the layer thickness, an
average gradient and a fluctuating component (see Fig. 2.3). The GaAs layer can be
viewed as a parallel plate capacitor, where the charge accumulation at the interface
and surface generates the average gradient. This potential cannot be sustained by
the material since it leads to a gradient over few atoms that is greater than the band
gap, leading to a Zener break-down and a charge transfer to the interface. There
is currently no experimental evidence of such free carrier density at the interface
neither of a significant difference between polar (prepared on (001) surfaces) and
non-polar (prepared on (110) surfaces) heterojunctions. The system may prefer to
roughen the interface, intermixing Ge, As and Ga atoms in some transition layers
(the intermixed region is shown in the right panel of Fig. 2.3) before stacking the
polar GaAs layers. This configuration leads to an oscillating potential in the GaAs,
but avoids the diverging potential [13].

The LaAlO3/SrTiO3 interface bears many similarities to the GaAs-Ge system. At
the oxide interface, however, an electron gas is observed and electrical conductivity
is measured, despite both systems being insulators with a large band gap. Conduc-
tion could come from the transition layers between LaAlO3 and SrTiO3, where the
stoichiometry is altered. Transmission electron microscopy [14, 15] and surface
X-ray diffraction [16, 17] indeed show an interface region of two unit cells where
the composition is mixed. This alloying could lead to a cation doping of SrTiO3
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(La3+ on Sr2+ or Al3+ on Ti4+) and hence be the origin of the metallic state. Simi-
lar intermixing is however also reported for interfaces prepared on SrO-terminated
substrates, where the conductivity is absent.

2.1.4 The Polar Catastrophe

To quantify the effect of the polar discontinuity, we can estimate the voltage gradient
that develops across a layer of LaAlO3. In the framework of the modern theory of
polarization [18], LaAlO3 has a formal polarization P0

L AO = e/2S = 0.529 cm−2,
where S is the unit-cell area in the plane of the interface. Assuming a LaAlO3

dielectric constant εL AO ∼24, the potential drop across one unit cell (lattice para-
meter a =3.7911Å) is δVLAO = P0

L AOa/ε0εL AO∼ 0.9V. If not screened by sur-
face/interface charges, this potential leads to a substantial bending of the LaAlO3

bands. This is shown in Fig. 2.41: we note that after few unit cells of LaAlO3, its
valence band reaches the energy level of the bottom of the SrTiO3 conduction band.
This is the condition for a Zener breakdown: electrons tunnel from the LaAlO3

valence band to the SrTiO3 conduction band. This phenomenon occurs in a Zener
diode under reverse bias: the applied external field tilts the electronic bands until a
direct tunneling transfers electrons from occupied states into empty states sitting at
the same energy level but on the other side of the barrier.

In a polar oxide interface, this is the intrinsic charge transfer mechanism
that has been predicted by first-principles calculations [19–21]. The critical thick-
ness tc can be handy calculated, considering the band alignment shown in Fig. 2.4:
tc = Eg(ST O)/δVLAO = 3.2eV/0.9eV/u.c.=3.5u.c.. The experimental observation
of such critical thickness, firstly reported by Thiel et al. [22] and successively
confirmed by many groups, has for long been a strong fact in favor of the Zener
breakdown model. Other predictions of the Zener breakdown scenario deriving from
first-principles calculations have, however, not been verified: the amount of screen-
ing charge, for instance, should increase progressively with the LaAlO3 thickness,
reaching a density of 3 × 1014 cm−2 for LaAlO3 layers thicker than 10 u.c. These
differences have motivated further theoretical work to include surface defects and
adsorbates as origins of charges. A set of experiments [23, 24] has revealed the
sensitivity of the interface conduction to the surface state: applying a voltage to the
surface with an atomic force microscope tip allows the conductance to be switch on
locally in an insulating sample; this metallic regime remains stable for some time,
without any applied voltage.

1Given the similar O 2p nature of the valence bands of SrTiO3 and LaAlO3, the tops of these bands
are aligned in energy at the interface.
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Fig. 2.4 Representation of the band alignment configuration at the LaAlO3/SrTiO3 interface. The
electric field inside LaAlO3 bends the layer electronic bands by ∼1eV/u.c.: at a critical thickness
electrons tunnel from the LaAlO3 surface into SrTiO3, where they form the electron liquid

2.1.5 Beyond a Perfect Interface

Realmaterials are rarely as perfect as the ones simulated by ab-initio theory: different
kinds of defects enter into a thin film during its fabrication, such as cation or oxygen
vacancies, dislocations, impurities,…. These are often overlooked in the description
of physical phenomena, as their contribution seldom determines the properties of a
compound. In the present case, the presence of an electric field may nevertheless
change these considerations. Since samples are exposed to air, the surface can be
covered by adsorbates like water: chemical processes, confined to the surface, can
transform bound charges into free-carrier charges which can then move to the buried
interface upon the effect of the electric field. Bristowe et al. proposed, as a rele-
vant example, the formation of oxygen vacancy at the surface of LaAlO3 whereby
O2− anions transform into O2 molecules, releasing two electrons that tunnel to the
interface [25] (Fig. 2.5).

This is not the only type of defects that could be promoted by the electric field.
Ab-initio calculations of the interface system for different LaAlO3 layer thicknesses
reveal that cation intermixing lowers the polar discontinuity, similarly to the case
of semiconductors previously discussed. In the form of antisite defects, Ti4+ on
Al3+ sites in LaAlO3 can provide an extra electron to Al on Ti sites in SrTiO3,
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Fig. 2.5 Schematic band diagramof an interface between a polar filmand a nonpolar substrate along
the normal direction z. a The pristine system under the critical film thickness. b The creation of a
donor state at the surface via a redox reaction and subsequent electron transfer. c The reconstruction
reduces the film’s electric field. Reprint from [25]
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creating a dipole field that counteracts the polar field [26]. At a critical thickness,
the formation of surface oxygen vacancies becomes the leading doping mechanism:
first-principles theory shows that at 4u.c. of LaAlO3, the formation energy of oxygen
vacancies becomes negative and these surface defects form spontaneously. This sce-
nario predicts that, at such thickness, the charge transfer to the interface is complete.

2.2 The Growth of Crystalline LaAlO3/SrTiO3
Heterostructures

The previous discussion on the origin of the electron liquid has revealed the
importance of the control of the materials for the realization of a conducting LaAlO3/
SrTiO3 interface.

Different deposition techniques achieve high quality LaAlO3 epitaxial thin films
on SrTiO3 substrates. Most of the studies reported in literature were carried out
on samples fabricated by Pulsed Laser Deposition (PLD). Samples grown by on-
axis RF sputtering were reported to be non conductive [27], while the use of off-
axis geometry granted the fabrication of conducting interfaces [28]. The main issue
encountered when growing LAO/STO interfaces with sputtering techniques is the
La/Al stoichiometry [27, 29, 30]. We will present in Sect. 2.2.3, the importance of
the La/Al ratio in determining conducting interfaces.Molecular beam epitaxy (MBE)
has also been recently used to grow this system on Si wafers [31] and to study the
effect of the layer stoichiometry on the interface properties. In the following sections,
we review the growth conditions for the different techniques and the effect of these
parameters on the physics of the interface.

2.2.1 PLD Growth

PLD represents the most used technique for the growth of crystalline complex oxides
since it combines a large flexibility in the growth parameters (substrate temperature,
growth atmosphere) with in-situ diagnostic tools [33]. One major limitation, in par-
ticular for a widespread use in industrial production, is the size of the material flux,
around few mm2. Efforts to bridge this technological gap and render this technique
applicable to large wafers are underway [34]. A common issue to physical deposi-
tion techniques is the achievement of the correct oxidation state for the compound.
In particular, dealing with transition metals which have several valence states, dif-
ferent oxide phases can indeed coexist and compete: considering, for instance, vana-
dium oxide, we can have V2O3 (V+3), VO2 (V4+) and V2O5 (V5+). Moreover, to
achieve high quality crystalline growth, high temperatures are often required. For
these reasons, a layer can be deposited in low oxygen pressure and annealed in oxy-
gen in a post-deposition treatment. This procedure is for instance common in high
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temperature cuprate superconductors to obtain metallic and superconducting films.
Most of the studies reported on LaAlO3/SrTiO3 interfaces consider samples grown
by PLD. With this technique were indeed produced the first conducting interfaces
described in the pioneering work of Ohtomo and Hwang [11]. From this report
onwards, the role of the growth conditions has been investigated in many labo-
ratories, achieving nowadays a large knowledge on the growth processes. At the
University of Geneva, we use a PLD system, designed by Pascal Co., Ltd., equipped
with Reflection High Energy Electron Diffraction (RHEED), a KrF excimer laser
and a Nd-YAG heating source. The target-substrate distance is set at 95mm and the
LaAlO3 target is a single crystal as well as a ceramic pellet. The LaAlO3 layers were
grown onto TiO2-terminated [001] oriented SrTiO3 substrates in oxygen pressure of
10−4 mbar at a substrate temperature T=800 ◦C using a laser fluence 0.6 J/cm2 with
a repetition rate of 1 s. After growth, the samples are in-situ annealed in an oxygen
pressure of 200 mbar for 1 h keeping the temperature at 500 ◦C, before being cooled
down to room temperature in the same atmosphere. Typical RHEED oscillations of
the specular intensity and a diffraction pattern of the LaAlO3 grown layer are shown
in Fig. 2.6, panel a and b. The oscillations indicate a layer-by-layer growth, allow-
ing us to control very precisely the thickness of the LaAlO3 layer. Films grown in
these conditions show atomically flat surfaces (for thicknesses lower than 20 u.c.).
A topography image of a layer surface is shown in Fig. 2.6c) where we recognize the
characteristic step-and-terrace morphology of the underneath vicinal STO substrate.

In order to obtain the 2DEL at the interface, the LaAlO3 layer must have a thick-
ness strictly higher than 3 u.c. (∼1.1nm): a sharp change of interface conductance

Fig. 2.6 a RHEED intensity oscillations as a function of time revealing layer-by-layer growth for
three different oxygen deposition pressures. (Figure adapted from [32]) bRHEEDpattern after LAO
deposition. c Atomic Force Microscope topographic image of the surface of an 11 u.c. LaAlO3 film
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Fig. 2.7 Influence of LaAlO3 thickness on the electronic properties of the LAO/STO interfaces. a
Sheet conductance and b carrier density of the heterostructures plotted as a function of the number
of their LAO unit cells from [22]. These results have been reproduced in many laboratories around
the world

occurs at 4 u.c., as observed firstly by Thiel et al. [22] and then confirmed in several
laboratories around the world.

Figure2.7 displays the conductance σS (panel a) and the sheet carrier density nS

(panel b) as a function of the LaAlO3 thickness: at 4 u.c. we note the sharp insulator
to metal transition and the corresponding jump in carrier density. As discussed in
Sect. 2.1.4, these experimental findings point towards an intrinsic dopingmechanism.

The electronic properties of this system have been found to be highly sensitive
to the preparation conditions. These include the oxygen partial pressure during and
after the deposition, the growth temperature, the layer thickness and the laser fluence.
In the next section, we address the role of oxygen pressure and substrate temperature
during deposition.

2.2.2 The Role of LAO Deposition Conditions

Oxygen Pressure

The role of oxygen pressure during the growth of LaAlO3 layers has being explored
by many groups [35–39], due to the particular sensitivity of the properties of the
system to this parameter. The STO is indeed known to become conducting if oxygen
vacancies are induced by a high temperature anneal in high vacuum [40, 41] or by
illumination with synchrotron light [42]; each oxygen vacancy introduces 2 electrons
which can contribute to the conduction. So far, structural characterizations do not
reveal a noticeable influence of the oxygen pressure used during the deposition or
the annealing process on the crystalline quality of the structures [32]; the transport
data, on the contrary, strongly depend on the deposition atmosphere.

Figure2.8 shows the dramatic effects of the oxygen pressure on the sheet con-
ductance of samples with 2/3 u.c. thick LaAlO3 layers. Samples grown at different
oxygen pressures and not annealed (green diamond) show a sheet conductance that
scales inversely with the growth pressure. Samples grown at 10−6 mbar and not post-
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Fig. 2.8 Room temperature
sheet conductance as a
function of the oxygen
growth pressure for samples
with a 2–3 u.c. LAO
thickness; the gray region
illustrates the scattering in
the room temperature sheet
conductance observed for
LAO films 5–10 u.c. thick.
(Figure adapted from [32])
(color figure online)

annealed display, at room temperature, a sheet resistance of 1�/� and a carrier
density of ≈ 1017 e/cm2 [32]. Considering a maximum doping of 1 electron per Ti,
i.e. a volume doping of 1.7×1022 cm−3, the charge would occupy a 100nm-thick
layer. These values suggest that this is a bulk conduction due to oxygen vacancies
created inside the SrTiO3 substrate. A visual confirmation of such bulk doping has
been provided by measurements of the vertical extension of the conducting region
performed with a conducting atomic force microscope (C-AFM) [38]: interfaces
prepared in 10−5 mbar of oxygen reveal an extension of hundreds of micrometers.
The effect of an in-situ anneal performed in an oxygen pressure of 200mbar after
the deposition is evident looking at Fig. 2.8: we note that all samples (red squares)
become insulating, independently on the growth pressure! We remind that the thick-
ness of the LaAlO3 layer of these samples is below the critical thickness to observe
surface conductivity. For interfaces grown in a 10−4 mbar oxygen atmosphere and
in-situ annealed at 0.2 bar, we indeed observe the occurrence of a metallic state
at four and higher LaAlO3 unit cells. Such samples, post-annealed in 300mbar of
oxygen, have a charge confinement less than 7nm at room temperature, as observed
by C-AFM. These results point to the importance of the post-deposition annealing
oxygen treatment to suppress oxygen vacancies created during the deposition. Oxy-
gen deficient samples, i.e. interfaces not annealed, show electronic band structure
different from the one of annealed samples: in-gap defect states are observed for non-
annealed LAO/STO interfaces as well as a different polaronic effect is detected in
oxygen deficient samples compared to fully oxygenated interfaces; these differences
will be discussed in Chap. 6 on photoemission experiments.

The oxygen pressure used during the deposition has also an effect on the growth
mode: at low oxygen pressure (below 10−3 mbar), the LaAlO3 film grows layer-
by-layer while at high oxygen pressure (above 10−3 mbar), the plasma plume is
thermalized before impinging on the substrate and the deposition occurs following
an island growth mode [43].
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Growth Temperature

Chargemobility is a key ingredient for electronic applications aswell as for the obser-
vation of quantum effects like Shubnikov de Haas oscillations. LAO/STO interfaces
typically display mobilities of 500–1000 cm2/Vsat low temperature [44, 45]. Dif-
ferent studies have attempted to pinpoint the origin of the scattering mechanisms that
limit the electron mobility at the interface. In a charge transfer scenario, free carriers
at the interface are not generated by ionized dopants; since these limit the charge
mobility µ in bulk SrTiO3 [8], one could expect that µ and ns are not linked for
this quantum well. Experimentally, the LaAlO3/SrTiO3 interface mobility equals the
one of SrTiO3 for the same doping level. Thiel et al. investigated the role of micro-
structural defects on the conductivity of the 2DELby introducing edge dislocations at
the junction of a bi-crystal. By changing the angle of the crystallographic planes that
meet at the junction, they could vary the density of these dislocations and observe a
dramatic reduction of the conductance. The analysis of the data indicates that the line
defects affect the transport over a length larger than their structural size [46]. Since
the conductivity occurs at the surface of SrTiO3, one could expect a relevant role of
the step edges on the scattering rate. The proximity of the charge distribution to the
interface could indeed be an important factor in defining the mobility (this point will
be discussed further in the next chapter). To study the effect of surface scattering
induced by step edges, Fix and coworkers measured the transport properties of a
series of interfaces prepared on SrTiO3 substrates whose miscut angle (the angle
between the optical and crystallographic planes) was varied. In this way, the density
of step edges could be modified and its variation linked to the observed change in the
electron mobility [47]. Another scattering mechanism could come from the charges
sitting at the LaAlO3 surface that could be only partially screened by the layer. In an
experiment to probe the contribution of this scattering to the 2DEL mobility, Bell et
al. [48] observed instead a dramatic decrease of the electron mobility of nearly two
orders of magnitude increasing the LaAlO3 thickness from 5 to 25 unit cells.

In Geneva, Fłte et al. discovered that the growth temperature plays a crucial role
in determining the carrier density and the mobility of the 2DEL.

The transport properties of 5 u.c. thick LaAlO3/SrTiO3 samples grown at different
temperatures are shown in Fig. 2.9. One notes that the samples show very different
numbers of carriers (n2D) and (Hall) mobilities (µH ) for the three growth temper-
atures. The samples grown at 650 ◦C exhibit a linear Hall effect which is nearly
temperature independent. Considering a single channel conduction, the carrier den-
sity can be estimated as 2×1012 cm−2, one of the lowest reported for a conducting
interface. The low carrier density value and the low sheet resistance measured at low
temperature yield an estimate of the mobility of few thousand cm2/(Vs) (Fig. 2.9b)
for these samples, one of the highest values observed. For a growth temperature of
800 and 900 ◦C, the Hall resistance Rxy displays a more complex behavior, changing
from a linear dependence in magnetic field above 100K to a non-linear function of
the magnetic field below 100 K. This behavior suggests the contribution of two chan-
nels to the conduction: for samples grown at 900 ◦C transport data can be described
by a band with low carrier density (≈1012 e/cm2, see Fig. 2.9a) and high mobility
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Fig. 2.9 a Temperature dependence of the inverse Hall constant measured at B → 0 (low carrier
density channel) for interfaces grown at different temperature (symbols) and according to the model
described in the text (dashed line); b µH as a function of temperature for samples grown at
900 ◦C (wine triangles), 800 ◦C (gold dots) and 650 ◦C (blue squares). Figure adapted from [49]
(color figure online)

(in the range of 1000–2000 cm2/Vs) and a band with higher carrier density (≈6 ×
1013 e/cm2) and low mobility (in the range of 100 cm2/Vs) [50, 51]. The presence
of carriers from several bands, i.e. carriers with different mobilities (i.e. masses) and
densities, had been predicted by ab-initio calculation [19, 21, 52, 53] (please refer
to Chaps. 8, 9 for a discussion of the theoretical and experimental band structure for
the 2DEL).

2.2.3 The Role of LAO Stoichiometry

PLD is often described as a deposition technique allowing a stoichiometric transfer
between the target and the substrate. Recent work on the plume composition [55]
and on the film off-stoichiometry [56, 57] has revealed that the gas pressure in the
chamber and the pulsed laser fluence are crucial parameters to achieve the correct
film stoichiometry. Concerning the LaAlO3 layer, the ratio between La andAl cations
was shown to depend on the laser fluence used during the growth: it varies from 0.88
to 1.15 when the laser fluence changes from 0.7 to 1.9 J/cm2. As a consequence,
the LaAlO3 layer structure and the interface conductivity are modified [54, 58]. In
Fig. 2.10 we see the effect of the La/Al off-stoichiometry on the number of carriers
and sheet resistance: a 2 orders of magnitude change in the carrier density and a
metal to insulator transition when the La/Al ratio is different than 1 are shown.
Conducting interfaces were found only in slightly Al-rich (or La-deficient) samples.
Sato et al. [54] proposed that the film off-stoichiometry changes the balance between
atomic and electronic reconstructions, the former resolving the polar discontinuity
without doping electrons. The effect of laser energy density combined with different
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Fig. 2.10 a Sheet carrier density of LAO/STO samples at 100K as a function of cation ratio. b
Temperature dependence of the sheet resistance of the LaAlO3/SrTiO3 samples with different film
cation ratios. Figure adapted from [54]

oxygen pressures was studied byGolalikhani et al. [59] on 100nm thick LaAlO3. The
depositions were carried out at laser energy densities ranging from 0.7 to 2 J/cm2,
and oxygen pressures between 10−4 and 0.3 Torr. For oxygen pressures lower than
10−2 Torr, the films are La-rich; to achieve the correct film stoichiometry, the oxygen
pressure was found to be about 10−1 Torr.

A careful study of the role of the LaAlO3 stoichiometry on the interface properties
has been performed by Warusawithana et al. comparing two deposition techniques,
oxide molecular beam epitaxy (o-MBE) and PLD [60]. Taking advantage of the con-
trol of the separated evaporation of La andAl in a o-MBE approach, they could deter-
mine that interface conductivity occurs only in a well defined La/Al ratio. Figure2.11

Fig. 2.11 Room temperature
sheet resistance measured in
a four-point geometry of
La(1−δ)Al(1+δ)O3/(001)
SrTiO3 interfaces is plotted
as a function of the La/Al
ratio determined by
Rutherford backscattering
spectrometry. A sharp jump
in sheet resistance is
observed at La/Al = 0.97 ±
0.03, consistently in all three
samples. (Figure adapted
from [60])
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illustrates this point: only samples that are Al-rich conduct while stoichiometric and
La-rich samples are insulating. Measuring the composition of conducting samples
prepared by PLD in standard conditions (films were deposited from stoichiomet-
ric, single crystalline targets in an oxygen atmosphere of 2×10−5 mbar at ∼800 ◦C
and cooled to room temperature in 400 mbar of O2 [22]), the authors observed an
off-stoichiometry with a La/Al ratio of 0.97. These results are not in contradiction
with the polar catastrophe model: in insulating (La-rich) samples, the predicted and
observed local accumulation of cation vacancies on the B-site in the vicinity of the
interface acts to remove the diverging potential, whereas this is accomplished in con-
ducting (Al-rich) samples by an electronic reconstruction that forms the 2DEL. These
results demonstrate that one needs to take into account the LAO film stoichiometry,
in addition to the oxygen vacancy effects, when studying the 2DEL properties at the
LaAlO3/SrTiO3 interfaces.

2.3 Conclusions

The discussion on the origin of the 2DEL at the interface between two insulating
oxides is yet not settled. Despite a large amount of experimental evidence has cumu-
lated pointing to the polar discontinuity as a driving mechanism for the presence of
the free charges at the interface, the difficulty to achieve and observe p doping in
the LaAlO3 layer, as expected in a Zener breakdown scenario, suggests that surface
defects are the source of the charges. This scenario poses a challenge to be detected
by experimentalists.
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Chapter 3
Transport Properties of TMO Interfaces

A. M. R. V. L. Monteiro, A. D. Caviglia and N. Reyren

Abstract Phenomena that are absent of bulk TMO compounds can emerge at their
interfaces when they are grown on top of each-other. A prototypical example of such
emerging states is found at the LaAlO3/SrTiO3 interface, which also attractedmost of
the initial interest for this new field of research (in the TMO context). Here we review
some properties of this peculiar interface as investigated by transport measurements
allowing the studies of different effects such as magnetism, superconductivity or
Rashba effect; hence indirectly accessing the band structures studied by the methods
presented in the rest of the book.

3.1 Introduction

Electronic dc transport is a fundamental tool for the study of TMO interfaces, provid-
ing complementary information to spectroscopic techniques. We will illustrate this
fact in the case of the LaAlO3 films grown on top of (001)-oriented TiO2-terminated
SrTiO3 substrate. A two-dimensional system (2DES) is found at this particular inter-
face. Electrostatic field effect experiments have proven to be particularly valuable
as they allowed tuning of the carrier density in a very sensitive region of the phase
diagram in which TMO interfaces undergo quantum phase transitions (insulator
to metal/superconductor) accompanied by various changes in electronic properties.
Here we will discuss changes in (1) mobility and carrier localization, (2) spin-orbit
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coupling, (3) capacitance, (4) polar order and domain wall conductivity and (5) ther-
mopower. Field effect on superconductivity is discussed in a dedicated section. The
purpose of this discussion is to highlight some of the insight on oxide interfaces
acquired during the past 10years through transport and field effect experiments.

In 2006, 2 years after the discovery of the conducting LaAlO3/SrTiO3 (LAO/STO)
interfaces, Thiel et al. reported the first results on the effects of electrostatic gating in
this system [1]. It was shown that (a) a critical thickness of 4 u.c. of LAO exists for
conductivity and (b) a 3 u.c. sample can be made conducting (and reversibly turned
insulating) at room temperature by means of the electrostatic field effect, using a
back gate geometry (the STO substrate acts as a gate dielectric). The same approach
was used to determine the influence of gating on the superconducting properties.
In 2008, it was demonstrated that the electrostatic field effect can lead to an on/off
switching of superconductivity, uncovering a complex phase diagram with a non-
superconducting phase, a quantum critical point, underdoped and overdoped 2D
superconducting regions [2].

Mobility and carrier localization. C. Bell et al. showed that gating in LAO/STO
leads to a large change in carrier mobility [3], measured through Hall effect
experiments. In the underdoped region of the phase diagram a mobility of the
order 102 cm2/Vs is observed. Its magnitude continuously increases up to several
103 cm2/Vs as the system is brought into the overdoped region by means of electro-
static gating. Itwas argued that this effect is related to a variation in the spatial confine-
ment of the electronic wave functions in the out-of-plane direction. Around the same
time, carrier localization mechanisms were considered. In the non-superconducting
state it was shown that carriers undergo weak localization, evidenced by a negative
quantum correction to the conductivity, correction which is suppressed by magnetic
fields, meaning that a negative magnetoresistance is observed.

Spin-orbit coupling. In 2010 it was shown by means of magnetotransport exper-
iments, that spin-orbit coupling undergoes large changes throughout the phase dia-
gram of the system [4]. As the system enters a gate voltage range corresponding
to the underdoped superconducting regime, a steep rise in spin-orbit coupling is
observed, leading to a spin-splitting of the Fermi surface up to ∼10meV. A simi-
lar correlation between spin-orbit coupling and superconductivity is observed also
in the overdoped regime [5]. The magnitude of the spin splitting is comparable to
the Fermi energy, indicating that spin-orbit coupling is a dominant energy scale of
the system. This leads to various interesting magnetotransport effect, including con-
ductance oscillations with respect to the angle between the magnetic field and the
current vector [6] and a complex evolution of the Shubnikov-de Haas oscillations
with gating [7, 8]. More recently, Boltzmann transport calculations have shown that
spin-orbit-induced modifications of the Fermi surface can also account for the large
in-plane magnetoresistance observed in LAO/STO [9].

Capacitance enhancement. The electrostatic field-effect can be used in order to
bring the electron system on the verge of strong carrier localization. In this regime, it
was shown that top-gatedLAO/STOexhibits a very large enhancement of capacitance
[10], attributed to a negative electron compressibility, arising from correlation or
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disorder effects. It was argued that these effects offer a route for reducing operating
voltages in field effect transistors.

Lattice effects: polar order and domain wall conductivity. Further insight into
gating and electron localization in LAO/STO was acquired in 2013 by Rössle et al.
[11]. Using ellipsometry and x-ray diffraction experiments, they showed that a 1 µm
thick region of the STO substrate, undergoes a polar structural phase transition at
temperatures below 50K under the application of a negative gate voltage. This was
evidenced by the electric-field induced splitting of an infrared active phonon mode
observed only in the tetragonal phase of STO, representing antiphase rotations of
oxygen octahedra. A second evidence presented was the electric-field induced satel-
lite peaks observed around a specific Bragg x-ray reflection, representing spatial
modulations of the polar order. It was argued that the electron localization observed
at LAO/STO in field effect experiments is either influenced or even induced by the
polar order: this phase transition strongly reduces the lattice polarizability of STO at
the interfaces. This in turns reduces the dielectric screening and enhances the effect
of disorder leading to a tighter confinement and a decrease in mobility. Additional
indications for polar order in LAO/STO, in the absence of gating, are provided by
electron microscopy experiments [12, 13]. The data points at polar order developing
even at room temperature at much sharper (atomic) length scales, involving a com-
bination of octahedral rotation and polar displacements in both LAO and STO. The
effect of electrostatic gating on these short-scale atomic displacements remains to
be investigated.

A second class of lattice effects relevant to transport and gating experiments in
LAO/STO pertains to the tetragonal ferroelastic domains formed below 105K. By
means of a scanning single electron transistor technique, Honig et al. [14] demon-
strated that the electrostatic landscape of LAO/STO is a direct map of the tetragonal
domains of STO, with the local potential exhibiting ∼1mV steps at the domain
boundaries between in-plane and out-of-plane oriented domains. As the LAO/STO
interface is gated, these domainsmove by∼1µm/Vdriven by either anisotropic elec-
trostriction or direct coupling to polar walls. Importantly for transport experiments,
Kalisky et al. [15] have shown, using a scanning magnetometry technique, that these
domain boundaries constitute enhanced conduction paths. This can be understood
as a combined effect of enhanced carrier density and mobility at the domain walls.
Motivated by these findings, the investigation of nanoscale properties of LAO/STO
remains to this date a frontier area of research that is discussed below in a separate
section.

Thermopower. In 2010 Pallecchi et al. [16] considered the Seebeck effect of
LAO/STO under the application of gating down to 77 K. The data is consistent
with a tightly confined layer with a 2D density of states. Electrostatic gating was
found to change the carrier density as well as the width of the confinement. More
recently, the same authors have considered thermopower at low temperature and at
gating fields on the verge of carrier depletion [17]. They observe a remarkably high
thermopower (105 µV/K) oscillating as a function of the gate voltage, attributed to
a periodic density of states arising from localized states.
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3.2 Evidence for Multi-band Conduction
from Magnetotransport

At high carrier densities (several 1013 cm−2), magnetotransport at the LAO/STO
interface displays a complex evolution in magnetic field, which has been attributed
to the presence and occupation of several electronic bands [3, 7, 18–20]. Evidence
of the existence of several bands has also been provided by Nernst effect measure-
ments [21]. A growing body of theoretical models have been proposed to explain
the multiband transport, making room to accommodate for its peculiar gate voltage
dependence [3, 21–25]. The electron spatial distribution in the confinement poten-
tial has been a key ingredient, providing an explanation for the existence of bands
with different mobilities, accessible at different electrostatic doping levels set by the
application of a gate-voltage.

3.2.1 Anisotropic Magnetotransport

From an extensive list of exotic properties, one of the most surprising experimental
observations is the peculiar anisotropy of magnetotransport under externally applied
magnetic fields of large magnitude. When the field is applied in the plane of the
2DES, a large negative magnetoresistance is observed, showing a dramatic bell-
shaped drop in resistance with respect to its zero-field value [9, 25, 26]. This negative
magnetoresistance is extremely sensitive to the angle of the applied magnetic field,
vanishing when the field is slightly tilted out of the plane. Furthermore, a strong,
approximately six-fold, anisotropy in transport is observed with respect to the angle
of the applied field within the plane of the 2DES [25].

At low temperatures, Shubnikov-deHaas oscillations in the longitudinal resistivity
have been observed [7, 20], from which the extracted carrier density is one order
of magnitude smaller than that extracted from the Hall effect. To date, the origin
of this discrepancy is missing a clear explanation. At small magnetic fields applied
perpendicularly to the plane of the 2DES, the magnetoresistance gradually changes
sign as a function of gate-voltage from negative (WL) to positive (WAL) [4, 6],
originating from spin-orbit coupling with a rather large energy scale. Interestingly
enough, superconductivity was shown to emerge at the same gate-voltage that strong
spin-orbit coupling sets in [4, 5].

3.2.2 Universal Lifshitz Transition

For samples displaying high-mobility, a simple yet effective model was put forward
to explain the observed transport. Experiments have shown [24] that, for this type of
samples, there is a critical carrier density below which the Hall voltages are linear
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in magnetic field, indicating that transport follows a single-band behavior. Above
this critical density, Hall curves become non-linear, which is consistent with a two-
band transport. This transition is observed to occur at a critical carrier density of
∼1.6 × 1013 cm−2 for several samples with different thicknesses and mobilities.
This apparent universality hints that the observed transition is not disorder-driven
[27], but instead has its origin in intrinsic properties of the 2DES.

This scenario predicts that the critical density corresponds to a Lifshitz transi-
tion between the population of a single, light along the conduction plane, dXY band
and the additional population of two heavy bands: the dXZ and the dY Z . The reason
for the difference in their mobilities can be understood from a simple geometrical
argument: both the dXZ and dY Z bands have one pair of lobes pointing out-of-plane,
while both lobes of the dXY are in plane, shifting this band to a lower energy. Gate-
dependent angle-resolved photoemission spectroscopy measurements recently cor-
roborated this scenario [28]. This band picture provides an elegant explanation for
the sudden appearance of spin-orbit interactions as a function of gate-voltage. Spin-
orbit interactions should be most prominent where the bands are degenerate, which
corresponds exactly to the energy where the heavy bands start being populated, i.e.,
the Lifshitz transition. In turn, the influence of Rashba spin-orbit coupling is also
peaked at the Lifshitz point, because it is directly proportional to the atomic spin-
orbit coupling. The resulting band structure, introduced by Ruhman et al. [29], has
been pivotal to explain various magnetotransport phenomena [6, 9, 30, 31].

3.3 Ground State of the LaAlO3/SrTiO3:
Superconductivity and Magnetism

In 2007, shortly after the discovery of the 2DES at the LAO/STO interface, magnetic
effects were reported in this system, based on the observation of hysteretic magneto-
resistances at 0.3 K [32]. This was especially exciting, as magnetism is not present
in any of the bulk components, revealing new states emerging from “boring band
insulators” by their combination. At the same time, it was discovered that the 2DES
is also superconducting below about 0.2K [33]. Moreover, these measurements were
compatible with a two-dimensional (2D) superconducting system, with a peculiar
type of transition, as it was later confirmed by other experiments [2, 5, 34]. Both
phenomena being thought to be antagonist, and indeed not being observed in the
same samples in these first years, it triggered a debate about the “true nature” of
the ground state. Possible explanations rely on the presence of oxygen vacancies:
On one hand, it was suggested that the superconductivity state is obtained when the
carrier concentration is increased due to their presences; on the other hand it was
also suggested that the same vacancies were responsible for titanium polarization.
Several years later, coexistence of superconductivity and magnetism was reported
[35, 36], but some techniques indicate that superconductivity and magnetism might
be spatially separated [37], or occurring in different electronic bands [38]. Due to the
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difficulties inherent to the pulsed laser deposition (note however that superconducting
samples have also been fabricated using growth by molecular beam epitaxy [39]),
the extreme sensitivity of the SrTiO3 to oxygen defects, and the variation of SrTiO3

substrate qualities (number of defects, chemical content, etc.), different groupsmight
conclude differently simply because they have different samples.

This section will focus on three topics, first on magnetism, then on superconduc-
tivity and its two-dimensional nature, and finally on the modulation of the LAO/STO
properties by electrostatic field effect.

The first indications of “magnetic effects” [32] were relying on hysteresis in the
magnetoresistance curves (see Fig. 3.1a). The interpretation of the curves (which
were also depending on the sweep rate of the magnetization) could not give a clear
picture of the mechanisms at play. Magnetoresistance and Hall effect remained a
technique of investigation of the magnetic effect, and qualitative behavior could be
reproduced considering two conducting bands in parallel, one of them containing
magnetic impurities [38]. Other effects related to the Rashba effect at the interface
might be responsible for magnetic-like effects [40]. Macroscopic magnetic measure-
ments were also performed, but the magnetic volume and the associated moments
being so weak or diluted, totalizing a few nAm2 at most, their interpretation must
be extremely cautious [35, 41]. Alternatively, x-ray magnetic circular dichroism at
the Ti L2,3-edge (the magnetism being potentially found in the 3d band of Ti [42],
even though it was also predicted to occur at the LaAlO3 surface [43]) gives more
direct evidence of “intrinsic” (not related to impurities) magnetism situated at the
interface, or at least close to it. Some groups reported [44] the observation of such
dichroism, other did not find any (see e.g. [45] or supplementary of [46]). It was
also reported that oxygen vacancies seem to play a major role in the observation
of the Ti dichroic signal in LAO/STO [47]. Local probe, precisely a micro-SQUID,
allowed to observe localized and disconnected dipole patches (<3µm and∼107μB)
[37] (Fig. 3.1b) situated probably near the interface and sensitive to the tip pressure
[48]. This last observation suggested a role of strain related to defects and to step
edges. Magnetic force microscopy may have also revealed some magnetic patches
[49]. Finally, LAO/STO has been used as an electrode in a magnetic tunnel junction
with Co as second electrode [50]. The tunnel magnetoresistance signal changes with
gate voltage, suggesting a connection with the 2DES, but results are varying with
thermal cycling, pointing again to a phenomenon related to defects or domain walls
appearing at the SrTiO3 cubic-tetragonal structural phase transition at about 105K
[51]. It has also been suggested that the ground state could be a long-wavelength
spiral [52]. The magnetic effects at the LAO/STO interface are hence still matter of
research to understand the phenomenon in more details.

TheSrTiO3 is known to be superconducting in bulk systemswhen it is oxygen defi-
cient [53, 54] or if it is doped by substitution of Ti byNb or Sr by La [55]. It was hence
natural to think that chemical doping could explain this observation. Interestingly, the
growth of superconducting very thin films (<10nm) of cation-doped SrTiO3, either
by La or Nb, was failing until a new strategy was adopted: Growing a “delta-doped”
SrTiO3 avoids band-bending effects at the surface and hence allowed the fabrica-
tion of extremely thin (5.5nm) layers of doped SrTiO3 which exhibit very similar
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Fig. 3.1 Magnetic effects at the LAO/STO interface. a First hints of magnetic properties were
revealed by hysteretic magneto-resistance curves at low temperature [32]. b Later, local SQUID
measurements exposed the presence of local dipoles totalizing typically 107 Bohr magnetons [37]

superconducting properties than the LAO/STO system [56]. When LaAlO3 is grown
on top of SrTiO3, similar band-bending might occur, but probably not strong enough
to insure conductivity due to the differences in workfunctions only [57]. For bulk Nb-
doped SrTiO3, the superconductivity shows two gaps [58], but this was not observed
in theLAO/STOsystem [59]. The couplingmechanismcould be a rather conventional
BCSelectron-phonon, despite the lowcarrier density. Interestingly, on the other hand,
a pseudogap temperature has also been found, indicating that the 2D superconduc-
tivity at the LAO/STO interface might share some ingredients with high-temperature
superconductors [59, 60].

The two-dimensional character of the superconductivity in LAO/STO manifests
itself in several aspects. We detail two of them: the resistive transition in temper-
ature and the anisotropies of the critical magnetic fields. For 2D materials where
a Berezinskii-Kosterlitz-Thouless (BKT) transition is expected, a finite resistance
appears at temperature at which the thermally activated vortex-antivortex pairs
unbind. In the LAO/STO case, a more complex case of the melting of a vortex-
antivortex lattice could replace the conventional BKT mechanism, and is indeed
quantitatively agreeing with observations [33]. The resistance as a function of tem-
perature follows a characteristic law close to the BKT transition temperature TBKT
and the current-voltage curves exhibit a power-law V = I a , the a coefficient taking
the value 3 at TBKT, as it was observed now is several groups [2, 33, 61]. Devia-
tions from these laws are associated with finite size effects [62]. A somewhat more
direct evidence for the 2D nature of the superconducting state is the anisotropy of
the critical magnetic fields [34]: Applying the field in-plane or out-of-plane leads
to markedly different effect. Considering a superconductor with a magnetic field
applied in-plane, if its thickness is lower than its coherence length, the wave func-
tion amplitude cannot vary over it, and hence the superconductivity is not destroyed
before the field-associated energy goes beyond the pairing energy. This happens in
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Fig. 3.2 Superconductivity and its modulation in the LAO/STO system: a Resistive transition as a
function of the gate voltage, displaying a remarkable tunability and a superconductivity-insulator
transition near the lowest doping; b, c zoom on the high concentration curves; d resulting phase
diagram with the superconducting Tc dome as a function of the normal state sheet conductance,
which reflects the carrier concentration. Figure from [66]

BCS systems at the Clogston-Chandrasekhar paramagnetic limit [63, 64] given by
μ0HCC = Δ(0)/(

√
2μB), whereμ0HCC is the applied field,Δ(0) is the gap energy at

T = 0,μB is the Bohrmagnetron and a gyomagnetic ratio of 2 is assumed. It has been
observed that this limit is overcome by a factor 5 [5, 34]. This is an extremely strong
indication of the 2D nature of the superconductivity in LAO/STO and it also reveals
that spin-orbit effects or other corrections such Fulde-Ferrell-Larkin-Ovchinikov
type of condensate [65] must be taken into account for a precise quantitative descrip-
tion of the observed critical fields.

Owing to the very low carrier concentration (of the order of 1013 cm−2) of the
2DES, the extremely large dielectric constant (∼104 ε0) of the SrTiO3 substrate at low
temperature, and its twodimensional nature, electrostatic field effect using theSrTiO3

substrate as a gate dielectric is very efficient to modulate the properties of LAO/STO.
In particular, it has been possible to tune the superconducting state and reveal a dome-
like shape of the critical temperature as a function of the gate voltage, or the carrier
concentration [2, 60, 67]. “Top gates” (without SrTiO3) lead to similar properties,
even though themechanism is cleaner, it is harder to realize [67–69]. Side gates taking
again advantage of the huge dielectric constant of SrTiO3 have also been used [70,
71]. Finally, it is noteworthy that the adsorbates at the surface of LaAlO3 influence
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the properties of the 2DES [72]. Whatever the doping technique, a superconducting
dome is found: the critical temperature first increases with the carrier number, it
culminates at about 0.3K and then reduces as the carrier number is further increased,
as visible in Fig. 3.2. At the low concentration edge of the dome, a quantum critical
point (QCP) is found, corresponding to a superconductor to insulator transition [2,
66]. Explaining this dome shape is rather complicated asmany parameters are at play.
First the volume carrier density does not scale linearly with the areal carrier density,
which is the quantity that is modulated with gate voltages (without mentioning extra
difficulties stemming from trapped states in SrTiO3 [73]): Indeed due to the strong
field-dependence of the SrTiO3 dielectric constant, and the electrical potential well
shape, the 2DES can actually expand as carrier concentration is reduced! Second, as
the areal carrier concentration is increased, different conduction bands get populated,
and associated to the different bands is a more or less strong Rashba spin-orbit
coupling. As mentioned above, as the Rashba coefficient strongly increases (several
folds), the superconducting transition appears and culminates [4]. The correlation
between Rashba and superconductivity might be more than coincidental…

The ground state properties of LAO/STOare hence still amatter of active research!
But whatever the nature of the “true” ground state, the superconductivity that can be
modulated by gate voltage or by geometrical constriction establishes a very unique
test system to understand two dimensional, or even one-dimensional superconduc-
tivity, and, who knows, even help to uncover the mysteries of high temperature
superconductivity.

3.4 Nanopatterning

Patterning of the interfacial 2DES is crucial to the realization of functional electrical
devices.When compared to their semiconductor counterparts, where the 2DES is typ-
ically buried hundreds of nanometers below the surface, the 2DES at the LAO/STO
interface offers the exciting possibility of extremely reduced dimensions, since it
lives only a few nanometers below the surface. However, producing high quality
nanoscale structures at the LAO/STO interface has proven challenging due to inher-
ent stoichiometric and structural intricacies associated with complex oxides [74].
Here, we make a brief overview of the main approaches to patterning LAO/STO and
the progress in creating functional devices in this system.

Conventional photo- and e-beam lithographic techniques have been extensively
used to laterally define structures by locally controlling the thickness of the crys-
talline LAO layer [75]. The STO substrate is patterned prior to the LAO thin film
deposition and, after development, an amorphous LAO layer is deposited. After lift-
off, the STO substrate is cleared in the areas protected by the resist, thus yielding
conducting regions upon epitaxial LAO growth. The areas covered by the amor-
phous layer remain insulating. Figure3.3b shows a microbridge realized by means of
this technique. In certain cases, to ensure that resist residue does not disrupt the
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Fig. 3.3 Nanopatterning techniques. a AFM tip moving left to right above a 3 u.c. LAO/STO
interface, locally changing the charge state of the surface creating a conducting wire. From [77]. b
Atomic force microscope image of an 800 nm wide bridge. Polycrystalline/amorphous LAO, grown
on the amorphous STO, has a lighter color, while the epitaxial LAO has a darker one. The 2DES is
created only below the epitaxial LAO. From [76]

conducting interface in the device region, 2 unit cells of LAO are first deposited
epitaxially over the entire substrate, after which the process described above is per-
formed. By using this patterning method, conducting features as small as 500 nm
have been achieved with e-beam lithography [76].

Conducting features down to just 2 nm have been realized through the direct
atomic force microscope (AFM) writing technique [78]. A sub-critical-thickness
(3 u.c.) LAO thin film is deposited on the entire substrate, which can be locally
and reversibly switched between a conducting and insulating state by applying a
positive or negative voltage to the AFM tip, respectively (see Fig. 3.3a). The most
widely recognized mechanism of formation for this metastable conductive state is
the local modification of the surface charge [79] through voltage-mediated addition
and removal of water in the form of OH and H+ [80].

3.5 Other Paths of Exploration

3.5.1 Spintronics

Spintronics is an alternative information scheme which uses the spin of the carriers,
rather than their charge. Devices will require the injection, transport, modulation and
detection of spin currents. The LAO/STO could be an interesting platform to test
spintronics ideas, particularly owing to the possibility to modulate the Rashba effect
(acting on the spin current) in this system of relatively large mobility. A first step
towards such possibilities has been indirectly demonstrated with the spin injection
at the LAO/STO interface from a conventional ferromagnetic metal electrode [81,
82]. Again, the behavior of the 2DES at the LAO/STO interface seems to be slightly
different fromwhat is observed inNb-doped SrTiO3 [83, 84], but the field of research
is still at its infancy for SrTiO3-based systems and further studies will be needed to
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get rid of the measurement problems and artifacts related to the tunnel barriers. In
particular, so-called “non-local” measurements still need to be realized in order to
directly measure the spin diffusion length.

Another interesting use of the LAO/STO system in spintronics is related to the
spin to charge current conversions. Due to the Rashba interaction, spin and momen-
tum are coupled, meaning that a charge current can imply a spin accumulation, and
reciprocally. This spin accumulation can relax in a nearby material and hence pro-
duces a spin current. If a ferromagnet is placed in contact, the LAO/STO 2DES will
produce a spin-torque on its magnetization, as it was first observed in 2014 [40].
The reciprocal effect (spin pumping from a ferromagnet into the 2DES, creating a
charge current) has been observed recently, and very interestingly, a gate voltage can
strongly modulate the amplitude (reaching values larger than what can be found in
metal multilayers) and even the sign of the effect can be changed [85].

The LAO/STO system is hence showing very interesting properties in the frame-
work of the spintronics, and its study will surely lead to other remarkable observa-
tions.

3.5.2 Diode Effects, Circuits and Sensors

Since the first decade of the 2000s, people speak about oxitronics, that is electronic
circuits made of oxide systems, taking advantage of the very diverse behaviors of
oxide systems.

A radically new approach has been proposed at the very beginning: the conducting
circuit could be written by atomic force microscopy on an insulating three-unit-cells-
thick LAO/STO interface as described in Sect. 3.4 [86]. Of course this lithography
technique is not viable for consumer products, but could be useful for very peculiar
applications [70, 77]. It also permits to study clean circuits of variable geometries to
investigate size or quantum effects [87], which are interesting from a fundamental
point of view.

Amore traditional approach has been used to design circuits, starting from diodes
[88] to complete oscillator circuits [89] using field effect transistors [90]. Diodes
with extremely large blocking voltage can be realized, as well as very large capaci-
tances [35] thanks to the particularities of the LAO/STO system: The 2DES can be
completely expelled from below a gate electrode, changing dramatically the effective
geometry of the system. These electronic components and circuits are operating at
room temperature and above. They might find application in peculiar niche.

Finally, this interface also displays interesting properties as sensor, either of light
[91] or of adsorbates, and hence indirectly gas [72].
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Chapter 4
ARPES Studies of Two-Dimensional
Electron Gases at Transition Metal
Oxide Surfaces

Siobhan McKeown Walker, Flavio Y. Bruno and Felix Baumberger

Abstract High mobility two-dimensional electron liquids (2DELs) underpin
today’s silicon based devices and are of fundamental importance for the emerg-
ing field of oxide electronics. Such 2DELs are usually created by engineering band
offsets and charge transfer at heterointerfaces. However, in 2011 it was shown that
highly itinerant 2DELs can also be induced at bare surfaces of different transition
metal oxides where they are far more accessible to high resolution angle resolved
photoemission (ARPES) experiments. Here we review work from this nascent field
which has led to a systematic understanding of the subband structure arising from
quantum confinement of highly anisotropic transition metal d-states along different
crystallographic directions. We further discuss the role of different surface prepa-
rations and the origin of surface 2DELs, the understanding of which has permitted
control over 2DEL carrier densities. Finally, we discuss signatures of strong many-
body interactions and how spectroscopic data from surface 2DELs may be related to
the transport properties of interface 2DELs in the same host materials.

4.1 Introduction

Oxide surfaces and interfaces can host electronic states that differ from those in
the bulk. This offers new possibilities for electronic structure design and has moti-
vated an increasing number of studies investigating epitaxial heterostructures. The
ABO3 perovskite transitionmetal oxides (TMOs) have receivedmuch attention in this
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context because their quasi-cubic structures and compatible lattice constants make
themwell suited to heteroepitaxy growth [1].Moreover, they show diverse bulk prop-
erties including ferro- and antiferromagnetism, ferroelectricity or superconductivity.
These phases are largely controlled by the occupation of the transition metal d-shell
and by subtle changes in bond angles, rendering ABO3 TMOs suitable for electronic
structure engineering in heterostructures by exploiting interfacial charge transfer,
strain and octahedral tilting patterns [1–3].

Of particular interest are high-mobility two-dimensional electron liquids (2DELs)
in ABO3 perovskites. These systems have the potential to underpin a new genera-
tion of oxide electronics by exploiting not only the various phases of the parent
oxide as carrier densities are tuned, but also phases and properties unique to the
oxide surface or interface 2DEL [2, 4]. Determining the intricacies of the electronic
band structure of such TMO 2DELs is an important step towards understanding
the underlying physics of these systems and facilitates the engineering of desir-
able properties. However, the intrinsically buried nature of interface 2DELs poses
substantial experimental challenges. High-resolution angle resolved photoemission
spectroscopy (ARPES) using UV excitation, a standard technique for band structure
determination, has insufficient probing depth to study important systems such as
the LaAlO3/SrTiO3 (LAO/STO) interface 2DEL, despite them being buried beneath
only a few unit cells. This restricts photoemission studies of interface 2DELs to the
soft or hard X-ray regime where the effective resolution in energy and momentum
is reduced. Other spectroscopic techniques that were successfully applied to oxide
interfaces such as X-ray absorption (XAS) [5] or resonant inelastic X-ray scattering
(RIXS) [6, 7] give valuable information on orbital symmetries and collective exci-
tations but do not offer direct momentum space resolution. Microscopic electronic
structure information from interfaces has also been deduced from quantum oscilla-
tion data. This technique is exceptionally precise but requires very high mobilities,
which are hard to achieve in correlated electron systems, and the data is often difficult
to interpret [8–11]. These challenges have motivated an alternative approach to the
creation and spectroscopic investigation of oxide 2DELs. Recognizing that the fun-
damental electronic properties of 2DELs are defined by their host material and the
electrostatic boundary conditions, in 2011Meevasana et al. [12] and Santander-Syro
et al. [13] reported that a 2DEL showing hallmarks of the band structure predicted
for the LAO/STO interface can be created on the bare (001) surface of SrTiO3 (STO)
where it is accessible to high-resolution ARPES experiments. This approach has
subsequently been extended to different TMO host materials and surface orienta-
tions revealing the fundamental electronic properties of oxide 2DELs and a common
framework for describing system-to-system variation. In this chapter, we review the
present status of this emerging field.
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(a) (b) (c)

Fig. 4.1 Energy-momentum dispersions of surface 2DELs measured by VUVARPES on the (001)
surfaces of a SrTiO3, b KTaO3 and c anatase TiO2. High intensity (black, black and white in (a),
(b) and (c) respectively) delineates the electronic states of the charge accumulation layer. Adapted
from Santander-Syro et al. [13], King et al. [15] and Rödel et al. [18] respectively

4.1.1 Metallic Subbands at the Surface of an Insulator

We will focus the discussion on ARPES studies of 2DELs with d-orbital character
in the transition metal oxides SrTiO3 [12, 13], KTaO3 (KTO) [14–16] and anatase
TiO2 [17, 18]. We note that electron accumulation layers have also been observed
on the surface of the transparent conducting oxides CdO [19, 20] and In2O3 [21]
but these 2DELs derive from free-electron like s states and will not be discussed
here. In stoichiometric form, STO, KTO and anatase TiO2 are band insulators with a
d0 configuration of the transition metal ion. Importantly, all three materials are sus-
ceptible to chemical doping [22–27] which introduces electrons into the conduction
band minimum resulting in a three dimensional bulk metallic state. Using appropri-
ate surface preparations, electron accumulation layers that are independent of the
residual bulk doping have been reported in all three of these TMOs. As shown in
Fig. 4.1, these charge accumulation layers all show multiple subbands, which is a
key-signature of quantum confinement and is adopted as the finger-print of a 2DEL
in ARPESmeasurements throughout this review. In the following wewill discuss the
subband structures of 2DELs in STO, KTO and anatase TiO2 in detail, exploring not
only material dependent electronic properties, but also the influence of the crystal-
lographic orientation of the surface on 2DEL characteristics. We will further discuss
the origin of these metallic states on the surfaces of insulating TMOs and briefly
review different approaches for calculating their band structure. We will also sum-
marize very recent ARPES studies that provide insight into the nature of many-body
interactions in oxide 2DELs.
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4.2 Origin of Surface 2DELs in TMOs

A 2DEL arises as the conduction band minimum of an insulation or semiconducting
crystal is dragged below the chemical potential by an electrostatic potential over
a narrow region. Understanding the origin of the corresponding electric field in
2DEL systems is an important step towards achieving carrier density control, which
in-turn underlies device functionality. While in conventional semiconductors it is
well established that the potential gradient arises from work function mis-match,
the origin of both the attractive confining potential and the excess charge carriers
in TMO surface and interface systems is more ambiguous. For example the origin
of the native charge carriers at the LAO/STO interface is still actively debated and
consequently systematic control of their density has remained elusive.

The first two publications that reported the STO (001) surface 2DEL, suggested
that the origin of both the electrostatic band bending and charge carriers may be
surface oxygen vacancies (OVs) [12, 13]. In this scenario two excess electrons are
released as a positively charged OV is created. This positive charge at the STO
surface must be screened by the excess electrons which can form either localized
states near the vacancy, or an itinerant accumulation layer which manifests as the
observed 2DEL. Additionally the authors of [12] observed that the 2DEL bandwidth
and density increase as the surface is irradiated with synchrotron light and remains
constant in UHV conditions when not irradiated, leading to the hypothesis that the
STO surface 2DEL originates from light-induced oxygen vacancies. In the following
we will describe the experimental evidence for this scenario.

4.2.1 UV Induced Oxygen Vacancies

Both Santander-Syro et al. [13] and Meevasana et al. [12] saw evidence for band
bending at the (001) STOsurface. Theymeasured angle integrated energy distribution
curves (EDCs), similar to those in Fig. 4.2a which shows the O2p valence band (VB)
whose maximum is around 4 eV below the Fermi level before significant irradiation
(blue), after longUV irradiation (red) and at intermediate times (grey). Its can be seen
that the VB appears to shift to higher binding energies as the surface is irradiated.
Together with small core level shifts observed by X-ray photoemission spectroscopy
(XPS) [28, 29] this suggests the presence of downward band-bending at the surface
inducedby theUVradiation [12, 28, 30, 31]. This band-bending appears concomitant
with the 2DEL peak at the Fermi level (see inset) and its magnitude, which can be
broadly quantified by the shift of the VB leading edge mid-point, should be related
to the 2DEL bandwidth. However, the exact magnitude of the surface band bending
is difficult to extract from such spectra since they represent an average of the energy
shift in each unit cell over the photoemission probing depth, and the form of the VB
also evolves as the surface is irradiated.
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Fig. 4.2 a Angle integrated energy distribution curves showing the valence band, in-gap state and
2DEL evolution on the fractured surface of La:STO (001) after negligible (blue) or prolonged (red)
UV irradiation and for intermediate irradiation times (gray) (unpublished). b XPS showing the Ti
2p core level under the same conditions and after exposure to 0.5 Langmuir of O2 (green), adapted
from McKeown Walker et al. [30]

In addition [12, 13] observed a non-dispersive in-gap (IG) state approximately
1.3 eV below the Fermi level that grows in intensity with increasing irradiation time
(see inset of Fig. 4.2a). Previous photoemission measurements on reduced STO,
Nb:STO and La:STO also observed this IG state at the STO surface and associated it
with oxygen vacancy defects states [32, 33]. Further evidence that electrons localized
on or near oxygen vacancy sites would form such an IG state was provided by DFT
calculations of STO with oxygen deficient surfaces [34].

McKeown Walker et al. [30] demonstrated that, as shown in Fig. 4.3a–c, intro-
ducing extremely low doses of molecular oxygen into the UHV chamber eliminates
the surface 2DEL and that subsequent irradiation with UV light causes the 2DEL
density to recover. This explicitly demonstrated that the 2DEL is an accumulation
layer of electrons at the surface of STO screening positive charge resulting from
light induced oxygen vacancies. This experiment also confirmed that the IG state is
associated with light-induced OVs providing evidence that these defects at the STO
surface result in both itinerant and localized electronic states. McKeown Walker et
al. [30] also demonstrate that the efficiency with which OV are created depends
on the photon energy, suggesting that the dominant mechanism by which OV are
created is inter-atomic core-hole Auger decay [35, 36]. Using this knowledge McK-
eown Walker et al. succeeded in controlling the density of the STO 2DEL by either
measuring at a photon energy below the threshold for efficient OV creation or by
measuring at higher photon energies while maintaining a partial pressure of oxygen
during the measurement.

The bandwidth and density of the STO surface 2DEL do not grow indefinitely
under synchrotron radiation. After a finite irradiation period the bandwidth saturates.
However, as reported by Dudy et al. [28] the intensity of both the IG state and 2DEL
do not saturate over the same time scale. These authors suggest that the dynamic
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Fig. 4.3 Creation and annihilation of the 2DEL at the STO (001) surface. a Dispersion plot of the
high density STO (001) surface 2DEL after initial irradiation with 52 eV photons. b, c The 2DEL
disappears after in-situ exposure to 0.5 Langmuir of O2 and reappears following further irradiation
with 52 eV photons. d–f Angle integrated valence band spectra corresponding to the states in (a–c).
The magnified insets show the intensity at the Fermi level. The valence band leading edge midpoint
(VB LEM) is marked by a cross. All data were measured in the second Brillouin zone with 28 eV,
s-polarized light. From McKeown Walker et al. [30]

equilibrium between OV creation and annihilation at finite oxygen partial pressure
leads toOVclusters and electronic phase separation.Alternative explanations include
the migration of ions within the lattice due to high electric fields at the surface, and
that the ratio of localized and itinerant electrons donated by an oxygen vacancy
evolves as a function of OV density due to a changes in the balance of correlations
[37].

Qualitatively the same UV sensitive behaviour of the two-dimensional electron
liquid density, VB and core level shifts and IG state intensity has been observed
for various low-index surfaces of STO [31, 38, 39] and for the surface of anatase
TiO2 [18]. The carrier density of states observed by ARPES at the surface of anatase
TiO2 could be controlled by tuning the dynamic equilibrium between OV creation by
UV light and re-oxidation due to finite oxygen partial pressure in the chamber [17].
Indeed the role of oxygen vacancies in TiO2 thin films is even more dramatic with
excessive irradiation leading to a local destruction of the 2DEL state [18]. Implicit
in these observations is that reconstructions of the crystal surfaces [29, 40, 41] do
not dominate surface charge accumulation in STO or TiO2. This is true even in the
case of (111) and (110) surfaces of STO which are polar. On the other hand, for the
2DEL at the strongly polar (001) surface of KTaO3 only a weak evolution of the
2DEL bandwidth is seen as the surface is irradiated [15, 16], suggesting that defects
intrinsic to the cleaved surface may induce a 2DEL in this case.
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4.3 2DEL Subband Structure at the (001), (110) and (111)
Surfaces of SrTiO3

In this section we will describe the subband structures of STO 2DELs observed by
ARPES in more detail. We will demonstrate that the characteristic features of the
electronic structure can be understood on a qualitative level in terms of quantum
confinement thereby justifying the identification of these states as two dimensional
electron liquids. We will also discuss the role of crystallographic orientation of
the surface in modulating the effects of quantum confinement on the 2DEL band
structure.

4.3.1 SrTiO3 (001)

Figure4.4a shows the energy-momentum subband dispersion of the 2DELmeasured
on the fractured (001) surface of STO. This data, reproduced from [30], resolves five
subbands, as shown schematically in Fig. 4.4b. Three subbands (L1–L3) are highly
dispersive indicating a light effective mass for some of the carriers while the two
shallowest subbands (H1–H2) resolved in the experiment are much less dispersive.
From parabolic fits of the overall dispersion of individual subbands we estimate
effective masses of∼0.6me for L1–L3 and 9–15me for (H1–H2) [42]. These values
are comparable to DFT bulk band masses of the STO conduction band [43, 44] for
L1–L3 while they are significantly higher than the heaviest bulk masses for H1–H2.
King et al. [42] showed that this disparity between the light and heavy subbands arises
due the electron-phonon interaction. For the light subbands, which have a bandwidth
exceeding the Debye frequency, the dominant effect of electron-phonon interaction
is an additional low-energy renormalization of the dispersion clearly discernible in
the form of a kink in the subband dispersion, indicated by an arrow in Fig. 4.4. On
the other hand, the shallow heavy bands are close to the anti-adiabatic limit and are
thus subject to an overall renormalization of the entire occupied bandwidth, which
causes the increased overall effective masses.

We have already discussed that these states are induced at the crystal surface and
therefore cannot be considered bulk bands. This is also evident from the observation
of 5 clearly non-degenerate states at theΓ point while the conduction bandminimum
of bulk STO is formed by only three approximately degenerate bands. The formation
of multiple subbands, as well as the higher relative energy of the heavy subbands,
are hallmarks of quantum confinement of the 3D bulk conduction band near the
surface. Therefore we associate the indices 1, 2 and 3 of L1–L3 and H1, H2 with
the principal quantum numbers of individual quantum well states. The three light
subbands all correspond to circular Fermi surface sheets while the heavy subbands
form the long axes of cigar-shaped Fermi surface sheets, as sketched in the inset
of Fig. 4.4b [13, 15]. By considering the shape of the Fermi surface sheets, the
spatial anisotropy of the t2g orbitals that form the conduction band of STO and the
polarization dependence of the photoemission matrix elements for t2g states, it was
shown that the light subbands are formed by electrons in dxy orbitals, while the
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Fig. 4.4 Electronic structure of the 2DEL at the (001) surface of SrTiO3. a Energy momentum
dispersion plot measured in the second Brillouin zone. Data shown are the sum of measurements
taken with s- and p-polarized light at 52 eV photon energy at 10 K. The arrow indicates the kink in
the dispersion of the L1, L2 and L3 subbands due to electron-phonon interaction. b Schematic of
the subbands resolved in the ARPES measurements of (a). The three light bands (L1, L2, L3) and
the two heavy bands (H1 and H2) are sketched in grey, green, blue, orange and coral respectively.
L1, L2 and L3 have predominantly dxy-orbital character and H1, H2 have predominantly dxz/yz-
orbital character. The inset shows a sketch of the corresponding Fermi surface using the same colour
scheme to distinguish between the Fermi surface sheets. Adapted fromMcKeownWalker et al. [30]

heavy bands have dxz/yz orbital character [13, 42, 45]. The surface 2DEL has thus
the same orbital ordering found for the LAO/STO interface 2DEL. As described in
Sect. 4.3.1.2 this is a natural consequence of quantum confinement along the [46]
surface normal.

Quantum well states are by definition two-dimensional and do not disperse along
the confinement direction. Therefore, measuring the subband dispersion along kz is a
direct test for the presence of quantum confinement. Experimentally this is achieved
by varying the photon energy of the exciting radiation in order to probe the band
dispersion perpendicular to the crystal surface. One such measurement for the STO
(001) 2DEL from [47] is shown in Fig. 4.5. The top panel of the data-cube shows
the Fermi surface in the kxkz plane over a full Brillouin zone. The Fermi wave
vectors for the first two light subbands are clearly resolved over an extended range
of kz and are found to be constant within the accuracy of the experiment. This non-
dispersive behaviour along the kz axis confirms the two-dimensional nature of the dxy
subbands already inferred in [12, 13]. For the heavy dxz/yz subbands the situation
is less clear. These bands have generally lower spectral weight which is strongly
suppressed away from the bulk Γ points making it more difficult to trace their
dispersion over an extended range in kz in order to unambiguously determine their
dimensionality. Santander-Syro et al. [13] reported that the first heavy subband H1 is
non-dispersive along kz and thus two-dimensional, while Plumb et al. [29] described
H1 as largely three-dimensional. The dimensionality of H2 has not been investigated
in the literature to date. An independent argument for a strict two-dimensionality
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Fig. 4.5 Two dimensionality
of the STO (001) 2DEL. Top
Panel: Constant energy map
at EF in the kx kz plane. The
kz range shown is
approximately one Brillouin
zone perpendicular to the
sample surface. The
non-dispersive nature of the
Fermi wave vectors along kz
is indicative of the two
dimensional nature of the
state. Front Panel:
Energy-momentum subband
dispersion of the 2DEL.
Adapted from Wang et al.
[47]
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of H1 and H2 comes from their binding energies. As shown in Sect. 4.3.1.2 the
degeneracy lifting at the Γ point between L1 and H1 as well as between H1 and
H2 follow naturally from quantum confinement of the bulk conduction band while
alternative interpretations are not evident.

The spectral weight distribution of 2D states along kz is related to the Fourier
transform of the real space wave function convolved with the kz distribution of the
photoelectron wave function. Consequently, the spectral weight distribution of 2D
states along kz encodes information about the real space extent of their wavefunc-
tions. Therefore, from the strong intensity of L1 over a full Brillouin zone in kz we can
infer that this state is mostly confined to a single unit cell along the surface normal,
while the limited and periodic intensity distribution of H1 indicates a more spa-
tially extended wave function. This is in qualitative agreement with the tight-binding
supercell model presented in Sect. 4.3.1.2, even if the complicated oscillations of the
photoemission matrix elements have so far prohibited explicit determination of the
spatial extent of the wavefunctions of individual quantum well states.

The STO (001) surface 2DELwith a saturated bandwidth of∼250 meV described
in this section has a large carrier density. Evaluating the Luttinger volume of the
Fermi surfaces of L1–L3 and H1 for the 2DEL shown in Fig. 4.4 gives n2D ∼
2 × 1014 cm−2. There is, however, a significant uncertainty in this value arising
from higher-order subbands with small volumes and low spectral weight that are
not included in this estimate. Moreover, many measurements reported in the litera-
ture resolved fewer subbands and correspondingly quote lower values for n2D for the
same occupied bandwidth of L1. Despite this uncertainty, the saturated carrier den-
sity of the STO (001) surface 2DEL is clearly higher than the sheet carrier densities

fadley@physics.ucdavis.edu



64 S. M. Walker et al.

-0.5

0.0

0.5

-0.4 0.0 0.4 -0.4 0.0 0.4 -0.4 0.0 0.4 -0.4 0.0 0.4

in O2 in UHV in UHV Nb-STO
k y

 (
/a

)

kx ( /a)

(a) (b) (c) (d)

Fig. 4.6 The Fermi surface of the STO (001) 2DEL in substrates of stoichiometric STO annealed
at a 550 ◦C in 100 mbar O2 for 2 h, b 300 ◦C in UHV for 15 h c 720 ◦C in UHV for 1 h and d
Nb:STO annealed at 550 ◦C in 100 mbar O2 for 2 h. The form of the Fermi surface is insensitive
to the annealing conditions and bulk doping and is the same as observed on cleaved STO surfaces.
This demonstrates the universality of the STO (001) surface 2DEL. From Plumb et al. [29]

reported for the LAO/STO interface 2DEL of typically n2D = 0.5 − 5 × 1013 cm−2

[48] and approaches the value of 0.5 electrons per unit cell (3.3 × 1014 cm−2) found
in the ideal polar catastrophe scenario for the LAO/STO interface.

4.3.1.1 Universality of TMO Surface 2DEL Band Structure

The first publications of the field [12, 13] showed that a 2DEL with virtually identi-
cal band structure and density is observed on the bare fractured surfaces of La:STO,
stoichiometric STO and reduced STO single crystals with bulk carrier densities up to
n3D ∼ 1 × 1020 cm−3. Subsequently, it was shown that the 2DEL can also be induced
on TiO2 terminated wafers obtained bymechanical polishing, ex situ etching and dif-
ferent in-situ surface preparations [29, 40, 47, 49]. Figure4.6 shows theFermi surface
of the STO (001) 2DEL observed on TiO2-terminated wafers following different in
situ annealing procedures. The circular Fermi surface of the first light subband and
two cigar-like Fermi surface sheets can be seen in all cases, just as found on the
fractured STO (001) surface. The characteristic features of the electronic structure
and in particular the presence of multiple orbitally-ordered subbands, do not change
depending on the annealing procedure. This indicates a remarkable universality of
the STO (001) 2DEL subband structure. It is insensitive to the bulk doping level
of the single crystal, the origin of the residual bulk doping, the marked differences
in macroscopic surface roughness between fractured and polished surfaces and the
various terminations and reconstructions yielded by different annealing procedures.

4.3.1.2 Bandstructure Modelling

Santander-Syro et al. [13] first pointed out that the energetic ordering of the subband
ladder in the STO (001) surface 2DEL can be understood qualitatively with a simple
model of quantum confinement of strongly anisotropic bands with t2g orbital charac-
ter. As illustrated in Fig. 4.7b, each t2g orbital is associated with electron motion with
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(a) (c)

(b)

Fig. 4.7 Modelling the effects of quantum confinement in a wedge-shaped potential well. a Sim-
plified bulk band structure of STO along the ky axis. The colours indicate the orbital character as
indicated. b Cartoon of the allowed motion of an electron between dxy orbitals in a cubic struc-
ture. For a band formed of such electrons, the direction in which the effective band mass would be
“heavy” or “light” is indicated. This is determined by the small or large overlap of the orbital in
that direction, respectively. c The subband structure expected using the approximate solution of a
particle of mass mz in a wedge potential to define the subband confinement energies at the Γ point.
The inset shows the wedge potential profile as a function of z, the direction perpendicular to the
crystal surface. From Santander-Syro et al. [13]

a light effective mass along two crystallographic axes and a heavy mass along the
third direction. It follows that 2DEL subbands with a heavy in-plane effective mass
derive from orbitals with light out-of-plane mass mz while light subbands can have
either a light or heavy out-of-plane mass. If bands with these orbital characteristics
are subjected to a simple wedge potential as sketched in the inset of Fig. 4.7c, they
experience an energy shift proportional to m−1/3

z . This shift relative to the bottom of
the potential well will be smallest for the dxy band which has light effective mass in
the surface plane and a heavy mass along the confinement direction. Thus the lowest
order dxy band will sit near the bottom of the wedge potential. Conversely the bands
with out-of-plane dxz/yz orbital character will be pushed to higher energy. This is
shown in Fig. 4.7c and qualitatively reproduces experimental results from ARPES at
the STO surface and from X-ray linear dichroism (XLD) of the LAO/STO interface
[5]. It is clear however that this simple wedge model cannot accurately predict the
relative subband energies seen in ARPES experiments.

More realistic confinement potentials can be obtained from a self-consistent solu-
tion of the Poisson and Schrödinger equations [12, 50]. Using an accurate tight-
binding parametrization of the bulk conduction band and including surface band
bending as an on-site potential term in a large supercell extending several tens of unit
cells perpendicular to the surface, these calculations reproduce experimental band
structures in various quantum confined systems to a high degree of accuracy [15, 42,
51–55]. The subband structure for such a calculation based on an ab initio DFT cal-
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culation of bulk cubic STO including spin-orbit coupling, is shown in Fig. 4.8a. The
electrostatic boundary conditions are chosen such that the total calculated bandwidth
matches the saturated bandwidth of the 2DEL. The resulting confinement energies of
the subbands are in good agreement with ARPES data as demonstrated in Fig. 4.9a.
Such calculations can be used to estimate the finite extent of the 2DEL along the
confinement direction by projecting the eigenstates onto atomic layers as shown in
Fig. 4.8 [42]. The confinement energy shifts are directly related to the spatial extent
of the wavefunctions perpendicular to the surface, giving the intuitive result that the
L1 dxy band is very spatially confined, as indicated by the high intensity of the band
in Fig. 4.8b. The wavefunctions of higher order dxy bands are peaked successively
further below the surface and the high intensity of the H1 subband in Fig. 4.8d shows
that the wavefunction of the first dxz/yz band is centred 3–5 unit cells below the
surface. The distribution of intensity for the heavy band shows that it is also much
more spatially extended than the dxy bands. This subband-specific spatial profile of
the wavefunctions reflects the form of the potential well and is consistent with the
matrix element structure seen in Fig. 4.5 and discussed in Sect. 4.3.1. From this it
is clear that the spatial extent of the 2DEL as a whole is not a single well defined
quantity. While the total charge density will always peak near the surface/interface,
it can have very long tails extending deep into the bulk. These tails are often not
seen in spectroscopic experiments whose signal strengths are typically proportional
to the charge density. However, they might have a strong influence on transport prop-
erties which are often dominated by the most mobile carriers that might reside far
from the interface where scattering is generally lower. We also note that the shape
of the confinement potential and total carrier density distribution in oxide 2DELs is
a strong function of carrier density. This is particularly true for STO since the strong
suppression of its dielectric constant in an electric field progressively enhances the
confinement at high carrier density. These considerations might explain why trans-
port measurements of the LAO/STO (001) 2DEL often find thicknesses>10 nm [56,
57], while spectroscopic studies and DFT calculations typically report a confinement
of the 2DEL within <2 nm for both surface and interface systems [42, 50, 58–60].

Full ab-initio electronic structure calculations of STO surface 2DELs have been
presented in [62, 63] and qualitatively agree with the results of tight-binding super-
cell calculations. While such calculations are suitable for studying the behaviour
of oxygen vacancies, direct comparison of the resulting band structure with exper-
iment is hindered by limitations in the size of the supercell and the ordered nature
of vacancy arrangements in density functional calculations that impose translational
invariance in the surface plane.

4.3.1.3 Rashba Spin Orbit Coupling

The confinement potential associated with a surface 2DEL inherently breaks inver-
sion symmetry, which lifts the constraint of spin degeneracy from the band structure.
Spin splitting may result due to the coupling of an electron’s motion to its spin via
the effective in-plane magnetic field resulting from a Lorentz transformation of the
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Fig. 4.8 Layer-projected tight binding superecell calculations of the electronic structure of the STO
(001) surface 2DEL integrated over a the full 30 unit cell supercell, and b–e individual or few unit
cell regions as labelled in the figure. High intensity (yellow) corresponds to a high wavefuncion
weight. This calculation is based on and ab initio DFT parametrization of bulk STO, including a
field dependent dielectric constant as proposed in [50, 61] and implements electronstatic boundary
conditions that reproduce the overall bandwidth of the 2DEL. From King et al. [42]

symmetry-breaking electric field at the surface. This is known as the Rashba spin-
orbit interaction [64]. The magnitude of spin-splitting in a Rashba system is linearly
proportional to the strength of the electric field. This behaviour is observed in con-
ventional semiconductor 2DELs [65] and is a prerequisite for many applications
in spintronics such as the spin-field effect transistors (spin-FET) [66]. Rashba spin-
splitting is also expected to scale with the strength of the atomic spin-orbit interaction
(SOI) in the host material. Therefore considering the light atomic masses of the con-
stituent elements of STO and consequently small atomic SOI, a small Rashba effect
might naïvely be expected in STO based 2DELs. Surprisingly though, a substantial
gate-tunable spin splitting of 2–10meVhas been deduced from transport experiments
for both the LAO/STO interface 2DEL [8, 67–69] and electrolyte-gated STO [70].
The spin-splitting was found to have a strongly non-linear dependence on gate-field
and weak antilocalization measurements suggest that it is proportional to k3 rather
than being k-linear as expected in the simplest models of Rashba spin-splitting [70].

Using band structure calculations based on relativistic DFT shown in
Fig. 4.9a, b, Zhong et al. [71] demonstrated that these behaviours can be under-
stood as the signatures of an unconventional Rashba spin-splitting arising from the
multi-orbital nature of 2DELs in STO. Figure4.9a, b shows the band structure for a
single LAO/STO interface. In the region of the avoided crossings of light and heavy
subbands the spin splitting is dramatically enhanced and clearly deviates from a
k-linear form. A strikingly similar spin structure of the STO surface 2DEL can be
seen in the tight binding supercell (TBSC) calculations of [42, 54] as shown in
Fig. 4.9c, d and has been found by several other theoretical studies [42, 46, 72–76].
The authors of [42] related this enhancement to the finite orbital angular momentum
that arises at the crossings of bands of different orbital character and augments the
spin-orbit interaction at these particular locations in momentum-space. In this case
the gate voltage used in transport experiments not only directly tunes the Rashba
coefficient in STO 2DELs, but indirectly tunes the spin splitting by controlling the
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(a) (b)

(c) (d)

Fig. 4.9 Unconventionl Rashba-like spin splitting of STO (001) 2DEL subband structures. a DFT
band structure of a single n-type vacuum/LAO/STO interface. b The boxed region in (a) is enlarged
which reveals that the bands are not spin degenerate, and that spin-splitting is enhanced at the
avoided crossings of light and heavy subbands. c Band structure of the STO surface found from
tight-binding supercell calculations based on ab initio DFT electronic structure of bulk STO (black
lines), overlayed onARPES data (grascale image) of the STO (001) surface 2DEL. This shows good
agreement with the experimental confinement energies and many similarities with the interface
calculation in (a). d The boxed region in (c) is enlarged and shows a similar spin-splitting as seen
in (b) for the LAO/STO interface. In a, b and d opposite in-plane spin channels are coloured red
and blue. Adapted from Zhong et al. [71] and McKeown Walker et al. [54]

band filling and band structure. Indeed this indirect electrostatic tuning may be more
important in such a system since the spin splitting is enhanced by approximately an
order of magnitude at the avoided crossings of the dxz/yz and dxy bands. However,
this unconventional spin-splitting never exceeds ∼10 meV and thus remains below
the resolution of high-resolution ARPES measurements such those of Fig. 4.4.

In order to gain direct spectroscopic insight into the spin structure of the STO
(001) surface 2DEL Santander-Syro et al. [49] and McKeown Walker et al. [54]
performed spin and angle resolved photoemission spectroscopy (SARPES) exper-
iments. However, these authors reported conflicting results. McKeown Walker et
al. measured no significant spin polarization of the photocurrent above the ∼5%
noise level of their experiment. Considering the complex subband structure and poor
experimental resolution in SARPES, they reason that such a negligible photocurrent
polarization is fully consistent with the spin splitting shown in Fig. 4.9. However,
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direct experimental confirmation of this unconventional Rashba effect remains elu-
sive. Conversely Santander-Syro et al. measured a large polarization of the photocur-
rent which prompted them to propose an entirely new interpretation of the universal
subband structure measured at the surface of STO (001) crystals. They propose that
bands L1 and L2 are the fully spin polarized components of a single dxy subband. In a
Rashba system the spin states must be degenerate at the Brillouin zone centre. How-
ever, it iswell established that L1 andL2 of the STO surface 2DEL are not degenerate.
Santander-Syro et al. speculate that the presence of ferromagnetic domains, which
generate a large Zeeman-like term lifting the Γ point degeneracy, could account for
this. Indeed some DFT calculations for ordered oxygen vacancy arrangements at
the STO (001) surface show magnetic solutions of comparable energy to the para-
magnetic case [62, 63]. However, in these calculations the remnant in-plane spin
component due to the Rashba effect is an order of magnitude smaller than that mea-
sured by Santander-Syro et al. To date, the origin of the discrepancy between these
two SARPES experiments is unclear and the details of the spin structure remain
elusive.

4.3.2 SrTiO3 (111) and (110) surface 2DELs

Two-dimensional electron liquids in ABO3 transition metal oxides oxides are by no
means restricted to the (001) plane. 2DELs have been successfully engineered at the
bare (111) and (110) surfaces of SrTiO3 [31, 38, 39] and at interfaces with these ori-
entations [77–79]. These studies are motivated, in part, by theoretical predictions of
novel ferromagnetic and ferroelectric states and topological phases in (111) bilayers
of cubic perovskites [80, 81] and the intrinsic in-plane anisotropy of the (110) plane.
In the following we will discuss the overall electronic structure of (111) and (110)
orientated surface 2DELs on STO and relate it to the framework for quantum con-
finement developed in Sect. 4.3.1.2 and its interplay with the different symmetries of
these surfaces.

Figure4.10a shows the Fermi surface of the STO (111) surface. Three intersecting
elliptical Fermi surface sheets with an overall six-fold symmetry can be seen. Each
of these can be associated with the projection of a single t2g component of the
conduction band onto the (111) plane. As seen in Fig. 4.10b, which shows the bands
dispersing along the long axis of one ellipse, within the accuracy of the experiment
these electron like bands are degenerate at the Γ point. This is a natural consequence
of the 120◦ rotational equivalence of the t2g orbitals in the (111) plane, which causes
all three bands to have the same effective mass along the confinement direction.
When applied to the STO (110) plane, these arguments predict degenerate bands of
dxz/yz character, due to the “semi-heavy” hopping for these orbitals, and a dxy band
with weaker confinement. This is indeed the case, as seen in Fig. 4.11a, b which
shows the Fermi surface and a band dispersion from the STO (110) 2DEL [39]. Thus
the STO (110) 2DEL is orbitally polarized, although the relatively small variation
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Fig. 4.10 Electronic structure of the STO (111) surface 2DEL. a Fermi surface showing three
elliptical Fermi surface sheets. The black hexagon indicates the surface Brilluion zone and the
Black dot indicates the Γ point. b Dispersion along the Γ -M′ direction. Spectral weight at the
Fermi level is from a second subband. c Projection onto the (111) plane (red shape) and cut at the
Γ point (black lines) of a model STO bulk Fermi surface. The form of the STO (111) 2DEL Fermi
surface closely ressembles the projection. Adapted from McKeown Walker et al. [31]

(a) (b)

Fig. 4.11 Electroninc structure of the STO (110) surface 2DEL. a Fermi surface showing two
intersecting elliptical Fermi surface sheets. Thedxz/yz bands are degenerate andhavehigher intensity
here due to the polarization of the exciting radiation.bDispersion along the kZ̄ direction. The dashed
red (blue) lines indicate the dispersion of the dxz/yz(dxy) states and possible higher order subbands.
Adapted from Wang et al. [39]

between the band masses for the dxz/yz and dxy bands along the [55] direction leads
to a much less dramatic orbital reconstruction than found for the STO (001) 2DEL.

Notably the two dimensional carrier densities of the fully saturated 2DELs on
all three low index surfaces of STO are comparable to each other, with n2D ∼
2 × 1014 cm−2. Additionally, models reproducing the saturated band structures of
both the (111) and (001) 2DELs find very similar confinement fields at the surface
[31, 42]. This suggests a common origin for the saturation of the 2DEL bandwidth
controlled by a physical limit on the electric field strength at the surface. One pos-
sible mechanism for such a limit could be the onset of diffusion of charged oxygen
vacancies as the electric field increases. The common carrier density implies that
2DELs on different low index surfaces will have different bandwidths and spatial
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extents. This is evident from the dispersion plots of Figs. 4.4, 4.10 and 4.11 and
photon energy dependent measurements that demonstrate the extended nature of the
electron density of (110) and (111) 2DELs, in analogy to the heavy dxz/yz band of
the STO (001) 2DEL.

Both the STO (111) and (110) surfaces show dramatic in plane subband mass
enhancements with respect to the dispersion of bulk carriers along the same direction.
As shown in [31, 39] this is an intriguing effect of quantum confinement, rather than
a manifestation of many-body interactions. Intuitively this mass enhancement can be
understood as the result of the projection of the three dimensional bulk Fermi surface
onto a 2D plane. As illustrated in Fig. 4.10c for the (111) plane, the contours of the
projection (red) are elongated with respect to those of the bulk dispersion in that
plane (black lines) and thus correspond to higher effective masses. An alternative
way of thinking is that the in-plane subband mass is enhanced as a result of the
zig-zag hopping of carriers moving in the surface plane, which, in conjunction with
surface band banding leads to reduced hopping elements and thus enhanced effective
masses in-plane.

Along both the [111] and [110] directions SrTiO3 can be viewed as a stack of
charged planes. Therefore the charge accumulation mechanism at (111) or (110)
surfaces might be expected to be different from what is observed for the neutrally
stacked [001] direction. For example, surface reconstructions that compensate the
polarity of the surface could induce spontaneous charge accumulation. However the
origin of the (111) and (110) surface 2DELs has verymuch the same phenomenology
as the (001) surface, as discussed in Sect. 4.2.1. Additionally, there is no evidence
fromARPES that surface reconstructions influence the (111) and (110) surface 2DEL
band structures. For the case of the STO (110) 2DEL where the surface is known
to have a 4 × 1 reconstruction, this has been attributed to the protective nature of
the insulating over-layer of titania formed by this reconstruction. Wang et al. pro-
posed that light-induced oxygen vacancies migrate below the overlayer and dope
electrons which are not perturbed by the potential of the surface reconstruction. For
the case of the STO (111) 2DEL, where details of the surface termination are not
known, the insensitivity of the states to possible reconstructions was attributed to
the wavefunctions of the 2DEL being centred far below the surface. The envelope
wavefunction solutions of self-consistent tight binding supercell calculations [31]
show the wavefunctions peak ≈6 Ti layers below the surface. This is in line with
the observation that back-folded bands have been observed for the 2DELs at the
reconstructed STO (001) and anatase TiO2 (001) surfaces, where the dxy subbands
are more tightly confined at the surface [82]. It may also provide these systems with
some degree of insensitivity to surface or interface impurities.

4.4 Surface 2DELs in Other Transition Metal Oxides

The diverse bulk properties of the large number of transition metal oxides suitable
for heteroepitaxy hold much potential for both fundamental studies and applications.
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Inducing 2DELs in insulating oxides other than STO is an important step towards
unlocking this potential. However, so far little is known about the prerequisites on
host materials and interface properties required to this end. To date, besides on
SrTiO3, highly itinerant surface 2DELs have been observed on KTaO3 [14–16] and
anatase TiO2 [18, 82] which both have an empty d-shell in stoichiometric form,
while attempts to induce a 2DEL in rutile TiO2 and the Mott insulator LaTiO3 were
unsuccessful [18, 83]. In the case of rutile TiO2, this might be related to the strong
tendency of bulk samples to localize excess carriers. Hole doped bulk LaTiO3 on
the other hand, is known to host itinerant carriers [3] suggesting that its fundamental
material properties should not prohibit the formation of 2DELs. This highlights one
of the key challenges of this field. While it is clear that the creation of a 2DEL
requires chemical doping or charge transfer across an interface, it is often hard to
predict whether carrier doping of insulating oxides induces metallicity.

4.4.1 KTaO3

KTaO3 shares important properties with SrTiO3. Both are ABO3 perovskites with
empty d-shell and are close to a ferroelectric instability. However, unlike in STO,
the bulk truncated (001) surface of KTO is strongly polar. Additionally, in KTO the
effective masses of the conduction band are lighter and the spin-orbit interaction in
the Ta 5d shell is more than an order of magnitude larger than in the Ti 3d states. This
suggests thatKTOmight be a suitablematerial onwhich to engineer 2DELswith high
mobility and large tunable Rashba splitting. However, the lack of established surface
preparation recipes resulting in well-ordered surfaces with single termination and the
poor stability of the KTO (001) surface at high temperature have thus far prohibited
the growth of heteroepitaxial interfaceswith the high quality that is routinely achieved
with STO substrates. Indeed, KTO based 2DELs were first induced with a parylene
gate dielectric [84] and by electrolyte gating [85], while the first oxide interface
inducing a 2DEL in KTO was only reported recently [86]. Notably, these studies
found superconductivity at high carrier density [85] and reported spin-precession
lengths that are significantly shorter than in InGaAs and tunable over a very wide
range varying from 20 to 60nm with gate voltage [84] suggesting much potential of
KTO for spintronic devices. Yet, the Rashba effect which causes the spin-precession
and even the overall band structure of KTO based 2DELs remain poorly understood.

King et al. reported a 2DEL on the bare (001) surface of KTO and studied its
band structure with a combination of ARPES and tight-binding supercell calcula-
tions [15]. The experimental data showed an occupied band width of ∼400 meV
and resolved two isotropic light subbands with effective masses of ∼0.3me and
a shallower subband with m∗ ∼ 2 − 3me contributing an elliptical Fermi surface.
These results were confirmed by Santander-Syro et al. [16] and could largely be
reproduced by band structure calculations although the agreement is not as good
as in STO (001). In particular, finer details, such as hybridization gaps between
the subbands and the theoretically predicted Rashba splitting could not be resolved
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experimentally. From the line width, King et al. deduced a upper limit for the Rashba
splitting of ∼0.02 Å−1 [15], which is consistent with the spin precession lengths
reported in [84] but still more than an order of magnitude lower than in other surface
systems containing heavy atoms, such as the L-gap surface state on Au(111) [87] or
the surface 2DEL on the topological insulator Bi2Se3 [88].

The authors of [15] attributed themodest Rashba splitting in KTO to the particular
orbital character of the bulk states from which the 2DEL derives. The strong spin-
orbit interaction in KTO restores the orbital angular momentum, which is largely
quenched in the 3d counterpart STO. Its conduction band is thus more appropriately
described by total angular momentum states rather than the crystal field eigenstates
commonly used in STO. The conduction band edge at the Γ point of KTO is formed
by a quartet of Jeff = 3/2 states, which are a linear combination of all three t2g
orbitals. The Jeff = 1/2 doublet is split off by the spin-orbit gap ΔSO ≈ 400 meV.
This splitting is larger than the occupied band width of KTO based 2DELs reported
in the literature [15, 16], which therefore derive from the Jeff = 3/2 states. To a first
approximation, the 2DEL in KTO has thus the same orbital composition as 2D hole
gases in typical III-V semiconductors such as GaAs which suppresses the k-linear
Rashba term [89]. It should be noted however that, due to the same physics that
produces orbital ordering in the STO (001) 2DEL, the strong quantum confinement
in KTO (001) modifies the orbital character and re-introduces a significant orbital
polarization as pointed out in [16].

4.4.2 Anatase TiO2

TiO2 crystallizes in the rutile and anatase structures and is one of the most intensely
studied TMOs due to its diverse applications in heterogeneous catalysis, photo-
catalysis, gas-sensing or photovoltaics and its use as transparent conductive coating
or simply as biocompatible white pigment. While the surface science of TiO2 is
intensely studied [90], TiO2 has so far received less attention as a host material
for oxide 2DELs and only a few studies reported conductive interfaces with other
TMOs [91, 92]. Similar to STO, TiO2 is susceptible to the creation of light-induced
oxygen vacancies [17, 36], which was exploited by Moser et al. [17] to dope anatase
bulk single crystals and PLD-grown thin films inducing quasi-3D electronic states
which showed strong signatures of electron-phonon interaction in the ARPES spec-
tra. Subsequently, Rödel et al. showed that under appropriate conditions fully 2D
quantum confined states with the characteristic subband ladder of a 2DEL can be
induced on the (001) and (101) surface of anatase TiO2 [18]. Intriguingly though,
the same approach did not induce itinerant carriers in rutile TiO2 [18].

Unlike in STO, the conduction band minimum of anatase TiO2 is of pure dxy
orbital character with the other t2g orbitals split off by ∼0.5 eV. This results in a
particularly simple electronic structure of anatase TiO2 based 2DELs with isotropic
Fermi surfaces of all subbands on the (001) surface and concentric elliptical Fermi
surfaces on the (101) surface [18]. The dxy orbital character of anatase TiO2 based
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Fig. 4.12 a 2DEL subband dispersion at the surface of anatase TiO2 (001) thin film terminated by
a (1 × 4) surface reconstruction. Backfolding of the n = 1 quantum well state at the superlattice
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b Tight binding supercell calculation of the spectral weight distribution for a 4 × 30 supercell with
an in-plane potential modulation of∼100 meV, estimated from ab-initio calculations of core-levels,
imposed in the topmost unit cell. For details see Wang et al. [82]

2DELs also leads to a particularly strong confinement of the carriers in a narrow
layer below the surface. This was exploited by Wang et al. to demonstrate a peri-
odic lateral modulation of the 2DEL by the (1 × 4) surface reconstruction of in-situ
grown anatase TiO2 thin films with (001) orientation [82]. Tuning the Fermi wave
vector of the first subband to coincide with the superlattice Brillouin zone boundary
corresponding to the surface reconstruction, the authors of [82] found a sizeable
superlattice band gap at the Fermi level, as shown in Fig. 4.12. This suggests a new
route towards electronic structure engineering in oxide 2DELs by exploiting the
ubiquitous surface reconstructions of TMOs.

4.5 Many-Body Interactions in TMO 2DELs

The thermodynamic and transport properties of transition metal oxides are often
dominated by many-body interactions. Prominent examples include high tempera-
ture superconductivity in cuprates, colossal magnetoresistance in manganites or the
ubiquitous metal-insulator transitions in ultrathin TMO films [93, 94]. Unlocking
the full potential of TMO 2DELs will require an improved understanding of these
interactions as the interfacial carrier density is tuned, which is a formidable task.
Here, we briefly review the first microscopic measurements of many-body interac-
tions in oxide surface 2DELs using ARPES [17, 40, 42, 47]. These studies all focus
on electron-phonon interaction (EPI) in anatase TiO2 and SrTiO3 as the density of
itinerant carriers is tuned by controlling the oxygen vacancy concentration using the
methods described in Sect. 4.2.1.

Electron-phonon interaction in STO dominates the mobility of interface 2DELs
at elevated temperatures [95], contributes to the large thermoelectric coefficient of
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depleted 2DELs [96] and has been invoked as the pairing glue for superconduc-
tivity [97, 98]. Yet, until recently little was known about its nature and strength.
Due to its strongly ionic character, lightly doped STO was often considered a model
system for the nonlocal Fröhlich interaction describing the dielectric screening of
an excess charge by longitudinal optical (LO) phonons [99]. In this model, EPI is
strongly peaked at small momentum transfer Q and dominated by coupling to the
highest LO branch [99]. On the other hand, STO is well known for its large static
dielectric constant implying soft transverse modes, which can eventually condense
into a ferroelectric state [100, 101]. A recent theoretical study found that coupling
to such a soft mode near a quantum critical point reproduces the supercondcuting
dome of STO [97].

Early experimental studies of EPI in STO focused on doped bulk samples. Van
Mechelen et al. [44] and Devreese et al. [102] showed that a pronounced mid-
infrared peak in optical spectra can be reproduced quantitatively by the Fröhlich
model with a moderate coupling constant of α ≈ 2 deduced from the independently
determined static and high-frequency dielectric constants respectively. In this picture,
the system remains fully itinerant despite the relatively largemass enhancement from
EPI of m∗/mband ∼ 2 − 3 and forms a liquid of large polarons. On the other hand
ARPES,which givesmore direct insight into EPI, provided conflicting results. Chang
et al. [103] reported signatures consistent with coupling to the highest LO phonon
branch with frequency ΩLO,4 ≈ 100 meV, as observed by van Mechelen et al. [44],
whileMeevasana et al. [104] reported a perturbative EPIwithmuch stronger coupling
to a soft LO mode than expected in the Fröhlich model. While this discrepancy was
never fully resolved, we speculate that it arises at least partially from accidental sur-
face doping in the latter study. The ARPES study byMoser et al. of quasi-3D carriers
in anatase TiO2 created by photo-induced oxygen vacancies reported replica bands
characteristic of Fröhlich polarons at low carrier density and a progressive screening
of EPI with increasing density [17] which has similarities to what is observed in STO
(001) as will be described in detail in this section.

The marked influence of the carrier concentration on the spectral function is evi-
dent from the data on the STO (001) surface 2DEL of Wang et al. [47] reproduced
in Fig. 4.13. Using in-situ prepared surfaces, these authors could reduce the vacancy
formation rate permitting a systematic study of the spectral function for carrier densi-
ties spanning nearly an order of magnitude from∼3 × 1013 to 2 × 1014 cm−2. At the
lowest densities corresponding to an occupied quasiparticle bandwidth of ∼20 meV,
the spectra of [47] show dispersive replica bands shifted by multiples of 100 meV
to higher energy. This implies preferential coupling with small momentum transfer
(Q � π/a) to the LO4 mode of STO, which is the hallmark of Fröhlich polarons,
quasiparticles formed by an excess electron dressed by a polarization cloud extend-
ing over several lattice sites that follows the charge as it propagates through the
crystal [17, 40, 99]. Figure4.13g shows that the spectral weight at this density is
clearly dominated by excitations involving one or more phonons (blue peaks in
Fig. 4.13g). The quasiparticle residue, which gives the relative spectral weight of
the coherent quasiparticle (yellow in Fig. 4.13g), was observed to be Z ≈ 0.2 cor-
responding to a coupling constant α ≈ 2.8 in the Fröhlich model [47, 105], in fair
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agreement with the analysis of optical spectra in lightly doped bulk STO [44, 102].
Comparing the Luttinger volume of the surface 2DEL with sheet carrier densities at
the LAO/STO interface deduced from the Hall coefficient, the authors of [47] fur-
ther concluded that interface superconductivity likely derives from a liquid of large
polarons or possibly bipolarons.

As the density is increased, spectral weight is gradually transferred from the repli-
cas to the quasiparticle band implying a decreasing effective coupling constant α.
Concomitant, the mass enhancementm∗/mband decreases from 2.4 to 1.7me, follow-
ing the trend m∗/mband = 1/(1 − α/6) expected for Fröhlich polarons at intermedi-
ate coupling strengths [99]. Using exact diagonalization, the authors of [47] showed
that the observed evolution of EPI can be traced back to a gradual transition from
dielectric screening at low density to dominantly electronic screening at high density
qualitatively consistent with earlier ARPESmeasurements on quasi-3D states in oxy-
gen deficient anatase TiO2 [17]. Superconducting susceptibilities calculated within
the same approach further showed that the dominant pairing channel has s-wave
symmetry and indicated that a competition between the opposite trends of density of
states and effective coupling strength underlies the dome shaped superconductivity
observed at the LAO/STO interface [106].

It is worth noting that the effect of increasing carrier density in the STO (001)
2DEL is not limited to progressive screening of the long-range Fröhlich interaction.
At the saturation density of the surface 2DEL, the LO4 mode is almost completely
screened as is evident from the absence of any spectral signatures at 100 meV in
Fig. 4.13f. However, the coupling to lower frequency modes increases far beyond the
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predictions of the Fröhlichmodel [42, 104, 107] pointing at a remarkable complexity
of EPI in oxide 2DELs. We also point out that a significant coupling to the soft
ferroelectric mode predicted in [97] cannot be excluded from published ARPES
data on surface or interface 2DELs in STO due to the difficulty of quantifying the
quasiparticle dispersion at very low energy.

Electron-phonon interaction at the LAO/STO interface has recently been studied
by tunneling spectroscopy and soft X-ray ARPES. Investigating tunnel junctions to
interface 2DELs with ∼30 meV occupied bandwidth, Boschker et al. [108] found
inelastic tunneling attributed to EPI with dominant coupling to the LO4 mode and
progressively weaker contributions from the softer LO modes of STO. Varying the
chemical potential over ∼5 meV using a back gate did not change the coupling
strength significantly. While tunneling does not give absolute coupling strengths
as they can be deduced from ARPES specta, the dominant contribution from the
LO4 mode is in agreement with the ARPES results on the STO (001) surface 2DEL
for similar bandwidths [47]. The results on the surface 2DEL of [39] were further
confirmed by a soft X-ray ARPES study of an LAO/STO interface with n2D ≈
8 × 1013 cm−2 [109], reporting a replica band and Z ≈ 0.4 in excellent agreement
with the value reported in [39] for the same density. This strongly suggests that the
nature and strength of EPI is similar for interface and surface 2DELs of the same
density. We note, however, that manifestations of EPI in transport properties might
differ between these two systems due to the different nature and density of defects.

4.6 Discussion

The study of 2DELs at the surface of 3D transition metal oxides is clearly motivated
by the importance of interface 2DELs for oxide electronics. However, since the
first discovery of surface 2DELs on STO (001) in 2011 [12, 13], their investigation
by ARPES has, to some extent, evolved into its own sub-field with a number of
interesting results from several groups as summarized in this chapter. These include
the comprehensive characterization of the subbandmasses, the subband ordering and
the resulting orbital polarization for different surface planes and the rationalization
of these effects in terms of quantum confinement [12, 13, 15, 31, 39, 42]; the
identification of light-induced oxygen vacancies as the microscopic origin of the
2DELcarrierswhich has permitted tuning of the carrier density over awide range [12,
30, 31]; and the observation of a complex evolution of electron-phonon interaction
with carrier density giving rare microscopic insight into the many-body interactions
governing important properties of oxide 2DELs [40, 42, 47]. Most of these studies
have focused on different surface orientations of STO but 2DELs have also been
induced and studied at low-index surfaces of KTaO3 and anatase TiO2 [15, 16, 18,
82].

While these results are interesting in their own right, their relationwith the proper-
ties of interface 2DELs is not always clear. This being said, for the intensely studied
STO (001) 2DELa number of experiments suggest that some important properties are
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Fig. 4.14 Electronic structure of the 2DEL at the interface of STO (001) and aluminium oxide
formed when 2 Å Al is deposited on the bare TiO2 terminated (001) surface of STO at room
temperature. A redox reaction at the interface occurs and the surface of STO becomes reduced and
doped with itinerant electrons which have the Fermi surface shown in (a). The Luttinger volume of
these two concentric circular Fermi surface sheets is as found for the 2DEL at the bare (001) surface.
The electron dispersions along the kx axis are shown in (b) and (c) for orthogonal polarizations
of the exciting radiation revealing the light dxy and heavy dxz/yz bands respectively. This orbital
polarization is the same as found for the 2DEL at the bare (001) surface. Adapted from Rödel et al.
[45]

universal in the sense that they are largely determined by the host material and crys-
tallographic orientation, rather than by structural details or the origin of the charges.
For instance, orbital polarization is evident in the surface 2DEL [13, 15, 42] and has
also been measured directly for the LAO/STO interface using X-ray linear dichro-
ism [5]. The Rashba spin-splitting of the surface 2DEL discussed in [42, 54] is also
in fair agreement with weak antilocalization and quantum oscillation measurements
and calculations of interface 2DELs [67–69, 110]. Moreover, the nature and strength
of electron-phonon interaction at both the bare STO (001) surface and the LAO/STO
(001) interface were found to be in good agreement [47, 108, 109]. The universality
of electronic properties is further supported by a recent experiment demonstrating
that room temperature deposition of≈2 Å Al on a TiO2 terminated STO (001) wafer
surface donates electrons and induces a 2DEL in STO [45] by strongly reducing the
surface. As seen in Fig. 4.14 the subband structure of this 2DEL bears all the hall
marks of the STO surface 2DEL, while in fact it exists at the interface of STO and
aluminium oxide.

On the other hand, some basic 2DEL properties such as the carrier density and
occupied bandwidth remain controversial. For the surface 2DELs discussed in this
chapter, the latter is evident from theARPESdatawhile the total carrier concentration
and density of states at the Fermi level are difficult to determine experimentally since
the closely spaced shallow subbands predicted by band structure calculations have
so far eluded detection. In interface systems, both carrier density and bandwidth
are difficult to quantify. The Hall effect, commonly used as a measure of the carrier
density, is strongly non-linear for the LAO/STO interface and its quantitative relation
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to the itinerant carrier density ismodel dependent [111]. Furthermore estimates of the
occupied bandwidth based on quantum oscillation and spectroscopic measurements
range from ≈5 meV [10] up to ≈200 meV [6, 108] for LAO/STO systems with
similar Hall densities. Thus so far it has proved difficult engineer these fundamental
properties through control of the growth conditions. A direct comparison of results
fromARPES and transport experiments on a single STO 2DEL sample could provide
more insight and help to establish the extent to which electronic properties can be
considered universal. However, this remains a challenging task as the surface 2DEL is
not accessible to standardmagneto-transport experiments while ARPES experiments
on interfaces are limited to the soft X-ray regime where the effective resolution has
so far precluded results that resolve the full subband structure. In this regard, the
aluminium oxide/STO interface studied by ARPES in [45] provides an interesting
opportunity to overcome these difficulties as it is much more amenable to magneto-
transport experiments than the bare STO surface due to the protective nature of the
aluminium oxide over-layer.

Another aspect that has perhaps not received the attention it deserves is the relation
between sample environment and 2DEL properties. In Sect. 4.2.1 we described the
exceptional sensitivity of the cleaved STO (001) surface to light induced oxygen
vacancy formation as well as to the residual oxygen partial pressure. Adsorbates on
the LAO surface and irradiation even with visible light were also found to strongly
affect the LAO/STO interface 2DEL [112–114]. Yet, the understanding of the effects
of different sample preparations and environments including electron and photon
beams, as they are used in many experiments, is only in its infancy and much work
remains to be done to improve the consistency of experiments and ultimately the
stability of devices. On the other hand, the sensitivity of emergent properties in
oxides to defects, including those introduced by experimental probes, offers entirely
new perspectives for tailoring properties on the nanoscale [12, 115, 116].
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Chapter 5
Photoelectron Spectroscopy
of Transition-Metal Oxide Interfaces

M. Sing and R. Claessen

Abstract Transition metal oxides exhibit a plethora of intrinsic functionalities like
superconductivity,magnetismormultiferroicity. To put these to practical use requires
the integration of suited oxide materials within thin film structures where the active
regions with switchable and tunable physical properties often are the very interfaces.
Fundamental knowledge on the chemical and electronic interface structure is key to
design target properties for working devices. Here we will show that photoelectron
spectroscopy is a powerful tool to obtain such kind of information if high enough
photon energies in the soft and hard X-ray regime are employed to enhance the
probing depth and hence get access to the electronic structure of buried layers and
interfaces.

5.1 Introduction

As was pointed out in the introductory Chap.1, the big challenge posed to photo-
electron spectroscopy of transition-metal oxide interfaces is two-fold: first, to access
the interface, which is buried under a typically several nanometers thick overlayer,
at all, given the notoriously low information depth of photoemission; and second,
to extract information on only the interface region, although photoemission inte-
grates electrons basically from all depths, the signal being damped exponentially
with increasing distance from the surface.

One can overcome the first quite simply going to higher photon, i.e., photoelectron
kinetic energies, therebymakinguse of the longer inelasticmean free path of electrons
in solids according to what is called the “universal curve” [1]. To cope with the
second, in general, is less straightforward. Hence, a major part of this chapter will
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deal with the question of how interface contrast can be achieved in a specific case and
what kind of information about the electronic and chemical interface properties can
be deduced from the various variants of photoelectron spectroscopy when applied
to buried transition-metal oxide interfaces. Here we will confine ourselves to angle-
integrated photoemission with hard and soft X-rays. Soft X-ray based angle-resolved
work is reviewed in Chap.6.

5.2 Depth Profiling

Historically, the first photoelectron spectra were recorded to examine core-levels
because even with limited energy resolution (∼1− 2eV) and moderate photon den-
sities as provided by lab X-ray sources valuable information can be obtained, e.g.,
on the chemical surface composition or the valence state of an atomic species in the
sample [2]. Suitable core-levels such as O 1s or TM 2p (TM: transition metal) are
accessible with standard emission lines like Al Kα (hν = 1486.6eV) that warrant
high enough probing depth to ensure interface sensitivity. In addition, compared to
valence orbitals such as O 2p or TM 3d their photoabsorption cross sections are large
at these photon energies and they exhibit completely filled shells, resulting in high
count rates and superior statistics. Although core electrons are tightly bound to the
atomic nuclei and occupy states which largely retain their atomic character also in
a solid, core electron photoemission spectra contain distinct information also on the
valence states [2]. For instance, the relative shift of binding energies of a core level
of a certain element, the so-called chemical shift, reflects its oxidation state, i.e.,
the occupancy of the valence shell or the chemical environment. An asymmetric tail
to higher binding energies may reflect the coupling to conduction band excitations,
pointing to a metallic sample. Additional lines in core level spectra may originate
from multiplet excitations due to the coupling of the core hole to the valence shell
or from charge transfer from neighboring ligand atoms. Finally, at interfaces and
surfaces the redistribution of valence charge can lead to band bending which again
causes a spatially dependent shift of core level binding energies within the space
charge region.

The observation of a conducting interface in transport measurements of the pro-
totypical LaAlO3/SrTiO3 heterostructure and its tentative explanation as induced by
electronic reconstruction (cf. Chap. 2) immediately raised questions regarding the
orbital character of the states hosting the mobile electrons, the extension of the con-
ducting region and the charge carrier density. From the above it appears quite natural
to look at core level spectra by hard X-ray photoelectron spectroscopy (HAXPES)
to gain insight into the microscopic nature of the conducting electron system in
LaAlO3/SrTiO3.

Figure5.1b and c display spectra of the spin-orbit-split Ti 2p core level for two
samples, recorded with a photon energy of 3keV at various photoelectron emission
angles θ with respect to the surface normal. The interesting feature, containing in-
formation on the valence electronic structure, is the tiny spectral weight at the lower
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Fig. 5.1 a Sketch of themeasuring geometry for angle-dependent hard X-ray photoemission exper-
iments on aLaAlO3/SrTiO3 heterostructurewith an interface two-dimensional electron gas (2DEG).
b, c: Ti 2p spectra of two different LaAlO3/SrTiO3 heterostructures with varying emission angle
θ , measured with respect to normal emission (NE). (from [3])

binding energy side of the main line. It stems from the emission of photoelectrons in
the Ti 2p shell as well, but of Ti ions with an extra electron in the otherwise empty
3d shell of undoped SrTiO3. The additional screening of the core potential by such
an extra electron causes a chemical shift of the core level binding energies to lower
values. The tiny spectral weight hence is due to Ti ions in the 3+ oxidation state (in-
stead of 4+ as in undoped SrTiO3) and therefore evidence for the two-dimensional
electron system at the interface. Its intensity is a measure of the density of Ti 3d
electrons, i.e., the charge carrier density of the interfacial electron system.

From the spectra in Fig. 5.1 it is also seen that the Ti3+ emission increases with
photoelectron emission angle θ . Since according to the so-called universal curve the
inelastic mean free path of electrons in solids is limited to only several nanome-
ters even at kinetic energies of about 3keV (cf. Chap. 1), the information depth of
photoemission can be effectively changed if the detection angle of photoelectrons is
varied from normal emission (most bulk sensitive) towards grazing emission (most
surface sensitive) according to: λe f f = λI MFP · cos θ where λe f f is the inelastic
mean free path for a given electron kinetic energy (see Fig. 5.1a). Therefore, the
angle dependence seen in the spectra of Fig. 5.1 means that the vertical extension of
the conducting region at the interface is of the order of the inelastic mean free path.
Was the extension significantly larger, no angle dependence would be observed.

The quantitative angle dependence of the Ti3+/Ti4+ ratio can be used to infer esti-
mates for the sheet carrier density and the thickness of the two-dimensional electron
system. To this end amodel for the vertical charge distribution in the conducting layer
has to be assumed, in the most simple case just a homogeneous electron distribution
of thickness d. This situation is sketched in 5.1a. To simulate the angle dependence
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Fig. 5.2 Schematic band
diagram of a LaAlO3/SrTiO3
heterostructure. Drawn are
the band edges with a finite
slope across the film for the
standard electronic
reconstruction scenario and
flat bands as derived from
photoemission. The valence
band edges are traced by film
core levels. For both
situations simulated
photoemission spectra are
depicted, taking into account
relative energetic shifts and
exponential damping of the
photoemission spectra of
each layer. (from [5])

of the Ti3+/Ti4+ ratio one only needs to integrate the contributions to the Ti3+ and
Ti4+ emission from the respective Ti ions according to their vertical distribution, tak-
ing the exponential damping factor e−z/λe f f for photoelectrons emitted at a depth z
below the interface into account [3]. The thickness-dependent sheet carrier densities
inferred from such an analyis are about an order of magnitude lower than expected in
an ideal electronic reconstruction scenario. Furthermore, they do not exhibit a sharp
step at the critical thickness as is seen in Hall measurements [4] but rather display a
continuous increase with growing LaAlO3 thickness. Finally, the conducting region
turns out to comprise only a few unit cells at room temperature.

Indeed, the most convincing proof of the standard electronic reconstruction sce-
nario probably would be the direct observation of the built-in potential which should
be detectable in photoemission as is sketched in Fig. 5.2 [5]. The potential gradi-
ent across the film will shift the LaAlO3 valence band edge towards and above the
chemical potential. As a result, spectral weight should appear in photoemission at
and near the chemical potential when holes are doped into the O 2p-derived states
at the very surface due to the redistribution of electrons to the interface. Similarly,
the LaAlO3-related core levels will track the slope of the valence band edge. This in
turn will lead to asymmetrically broadened line shapes with shifted energies relative
to the case of flat bands.

Looking first at the valence band photoemission spectrum of a metallic sample in
Fig. 5.3a, a clear gap is observed between the valence band edge and the chemical
potential. The gap size reflects the pristine band gap of SrTiO3 modulo a band offset
(cf. Sect. 5.3). Obviously, the expectation regarding the shift of the LaAlO3 valence
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Fig. 5.3 a Valence band spectrum exhibiting a finite gap between valence band edge and chemical
potential. b Al 1s core-level spectra for various thicknesses of the LaAlO3 film. No changes in line
shape and energy are observed. A model spectrum as expected in the presence of an internal field
is also shown. (from [5])

band edge is not matched by experiment. The same is true if one analyses the Al 1s
core level spectra depicted in Fig. 5.3b. The line shapes and energies are unaltered
for samples with various film thicknesses, ranging from subcritical to far above the
threshold for metallicity. If the standard electronic reconstruction scenario holds,
all samples should exhibit a different potential gradient, being reflected in distinctly
different core level spectra. A simulated spectrum for a sample with a 6 unit cell-
s thick film is shown for comparison. In conclusion, a built-in potential is absent
in photoemission on LaAlO3/SrTiO3. Interestingly, on the related LaCrO3/SrTiO3

heterostructure with a polar discontinuity both core level and valence band photoe-
mission clearly indicate a built-in potential, confirming that photoemission indeed is
capable to detect it if present [6].

5.3 Band Bending and Offset

In the strive towards exploiting oxide heterointerfaces in future electronics1 further
important parameters to know and finally control beside charge carrier concentration
and extension of the conducting region are the band offset at the interface as well as
the bending in the space charge region. This information can also readily be extracted
from HAXPES of core-levels and valence band.

1Confer the famous saying “Often it may be said that the interface is the device.” by H. Kroemer in
his Nobelprize lecture. Clearly, at this time— in 2000—he referred to the non-oxide semiconductor
heterostructures that have been revolutionizing our daily life since the 70s to date.
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Fig. 5.4 Decomposition of
the valence band spectrum of
a LaAlO3/SrTiO3
heterostructure into the
contributions of LaAlO3 and
SrTiO3. The band offset can
directly by read off from the
relative shift of the O 2p
derived valence band edges
of the LaAlO3 and SrTiO3
spectra. (from [5])

The method by Kraut et al. [7] represents the most simple approach to determine
the band offset and was first applied by Segal and coworkers to LaAlO3 films grown
by molecular beam epitaxy on SrTiO3 [8] substrates. The band offset is determined
from the energy difference of two core-levels that are specific for substrate and film
of a heterostructure. This is compared with the energy difference of the same two
core levels in the bulk constituents where the energies are referred to the respective
valence band edges. If the band offset is zero the energy differences of these core-
levels will equal each other. From the analysis of the La 4d5/2-Sr 3d5/2 pair of core
levels Segal and coworkers find that the valence band maximum of the LaAlO3

film lies 0.35eV below that of SrTiO3. In contrast, other studies on films grown
by pulsed laser deposition find it above with a certain scatter of the reported band
offsets [3, 9–11]. While a systematic investigation of the band offsets in dependence
of growth conditions and sample properties is lacking, it is clear that variations in
the charge distribution due to, e.g., oxygen vacancies or cation intermixing and off-
stoichiometries will cause different band alignments and bendings at the interface.

More laborious ways to extract information about the band alignment use some
kind of data fitting with or without additional model assumptions. As an example,
it is illustrated in Fig. 5.4 for a LaAlO3/SrTiO3 heterostructure with a 5 unit cell
thick film how the valence band offset can be deduced from a decomposition of the
valence band spectrum into the individual contributions from LaAlO3 and SrTiO3

obtained from photoemission measurements recorded under the same conditions on
reference samples. The fitting parameters of the superposition of the reference spectra
to the LaAlO3/SrTiO3 valence band spectrum are their relative energetic shift and
intensities [5]. The linear extrapolation of the leading edges of the O 2p derived
valence states to zero baseline as indicated in the figure can be taken as measure
of the valence band offset. Sign and modulus agree well with the results from the
method by Kraut et al. [5].
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Fig. 5.5 Illustration of the
analysis of band-bending
effects for the Sr 3d
core-level spectrum in
γ -Al2O3/SrTiO3. The
emission from each SrO
layer is exponentially
damped and shifted in
energy according to the
bending potential Ebb(z).
The resulting spectrum is a
superposition of the spectra
within the bending zone and
the bulk contribution from
all other layers. (from [14])

A quantitative account of the band bending in the space charge region of the
SrTiO3 substrate inevitably requires a fitting analysis along the lines already men-
tioned above. In a rigid bandpicture, the core-level energieswill trace the bent valence
band maximum causing a slight asymmetry and energy shift of the line shapes in
the photoemission spectra (see Fig. 5.2). In the following we exemplify the proce-
dure in case of the heterostructure γ -Al2O3 [12, 13] which is closely related to the
LaAlO3/SrTiO3 system. It likewise exhibits a non-polar/polar heterointerface with
a polar discontinuity of similar size, the film crystal structure being a defect spinel
instead of a perovskite as in LaAlO3/SrTiO3. Although it displays a critical thick-
ness for the formation of a conducting interface as well, conductivity is quenched
by post-oxidation in contrast to LaAlO3/SrTiO3, indicating that oxygen vacancies at
the interface act as charge reservoir (cf. Sect. 5.4). The interest in this heterointer-
face is because—if grown under suitable conditions—an order of magnitude higher
mobilities and charge carrier concentrations compared to LaAlO3/SrTiO3 can be
achieved.

In Fig. 5.5a cross-section of the heterostructure is sketched with the layers above
and below the interface (n = 0) numbered by integers. The fit function is a super-
position of pristine core-level line shapes (Voigt profiles), one for each layer in the
bending region, that are shifted in energy according to the assumed bending potential
Ebb(z) and weighted by an exponential damping factor e−z/λe f f where z denotes the
depth of the layer with respect to the interface and λe f f is the inelastic mean free
path. A further contribution has to be added representing the signal from the bulk,
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Fig. 5.6 Exemplary fits and residuals for the Sr 3d (a) and Ti 2p3/2 (b) core-level spectra of a
γ -Al2O3/SrTiO3 heterostructure. For details see text. (from [14])

i.e., all other layers outside the bending region, by summing up the unshifted line
shapes with only the damping being taken into account. The fitting variables com-
prise all parameters needed to describe the bending potential and an additional one
for normalization. The relative weights of all contributions are fixed by the damping
factors.

Figure5.6a, b shows typical fit results for the Sr 3d doublet and the Ti 2p3/2 line,
respectively, assuming a bending potential within the Schottky approximation of the
form Ebb(z) = ΔEbb(z/d − 1)2 for 0 < z < d and 0 elsewhere. As can be judged
from the spectra the band-bending effects are subtle. To obtain robust results a fitting
scheme has to be implemented that minimizes χ2 for all measured peaks at once.
In the example shown the global fitting was applied to 48 peaks with the number
of independent fit variables reduced by physical constraints to 47, i.e., ∼1 per peak
[14].

From this fitting analysis the behavior of the bending potential at the interface can
be deduced. Together with the results from the analysis of band offset and potential
gradient and with literature values for the band gaps of γ -Al2O3 and SrTiO3 the
complete band arrangement of the heterostructure can be obtained as summarized
in Fig. 5.7. The maximum depth of the bending amounts to about 600meV with the
bending zone stretching about 1.5nm into the substrate. The valence band maximum
of γ -Al2O3 lies about 600meV below that of SrTiO3, meaning that both are aligned
at the interface.
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Fig. 5.7 Band alignment
and bending at the
spinel/perovskite
heterointerface of
γ -Al2O3/SrTiO3 as deduced
from hard X-ray
photoemission
measurements. (from [14])

5.4 Role of Oxygen Vacancies

As already discussed in the introductory chapters of this book, the physical origin of
the interfacial two-dimensional electron system in LaAlO3/SrTiO3 is still a matter of
debate. While it is tempting to attribute its formation to an electronic reconstruction
resulting from the polar discontinuity at the interface, it cannot be ruled out that
chemical effects such as cation intermixing and/or off-stochiometries play a crucial
or at least additional role. This concerns in particular the effect of oxygen vacancies
(Ovac) which in oxides are known to act as electron donors. In fact, it has recently
been established that oxygen depletion of bare surfaces of SrTiO3 leads to formation
of a metallic 2D surface band [15–17]. It therefore will not come as a surprise that
oxygen defects also affect the properties of the two-dimensional electron system
in LaAlO3/SrTiO3. For example, varying the oxygen pressure during PLD growth
of the heterostructure, thereby adjusting its actual O-stoichiometry, will cause the
sheet resistance to change by several orders of magnitude [18]. The effect of Ovac

doping can also be traced directly in the Ti 2p spectrum as depicted in Fig. 5.8. The
Ti3+ spectral weight strongly increases with decreasing growth pressure, indicat-
ing that the lack of oxygen during the PLD process leads to formation of oxygen
vacancies, which in turn causes electron doping—and hence a valence change—of
an increasing fraction of Ti ions. In order to remove these vacancies, i.e. fully oxi-
dize the heterostructure, a postoxidation procedure is applied, in which the samples
are exposed to an extreme O2-atmosphere of 500 mbar immediately after growth
while cooling down to room temperature [19]. The effect is shown in Fig. 5.8c. In-
terestingly, a stable and reproducible Ti3+ signal is observed, despite the absence
of Ovac-doping and independent of the actual O-stoichiometry before postoxidation.
The residual concentration of interfacial Ti 3d electrons even for a fully oxidized
heterostructure thus already hints at the existence of an intrinsic mechanism for
the formation of a conducting interface in LaAlO3/SrTiO3, distinct from simple Ovac

doping. We note in passing that great care has to be taken in this high-pressure
postoxidation procedure to avoid water or hydrogen surface contamination, as
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Fig. 5.8 a Ti 2p spectra of LaAlO3/SrTiO3 heterostructures grown by pulsed laser deposition
(PLD) at different oxygen pressures (LP = low pressure, 10−5 mbar; MP = medium pressure, 10−3

mbar; HP = high pressure, 10−1 mbar) in comparison to a pristine SrTiO3 substrate. b blow-up of
the Ti3+ region. c Ti3+ region after in situ post-growth oxidation at 500 mbar O2 (noted by “O”)

surface protonation can also induce Ti 3d-carriers in the LaAlO3/SrTiO3 interface
[20, 21].

All electronic structure information on LaAlO3/SrTiO3 discussed so far has been
obtained from core levels probed by HAXPES. However, the Ti 2p core level spectra
alone cannot provide detailed information on origin and nature of the interfacial Ti 3d
electrons beyond their bare existence. Direct spectroscopic access to these valence
electrons is therefore highly desirable. However, HAXPES, despite its enhanced
probing depth, cannot be applied for this purpose, as the optical (dipole, and at these
high energies also quadrupole) transition matrix element for direct photoexcitation
of the Ti 3d states (depicted in Fig. 5.9a) drops dramatically by several orders of
magnitude when going to hard X-ray photon energies, making it much smaller than
for the core levels. In combination with the buried location of the two-dimensional
electron system and its low carrier density (as known from Hall effect measure-
ments) no usable photoemission signal of the Ti 3d valence states can be obtained
by HAXPES.

Fortunately, resonant photoemission with soft X-rays at the Ti L absorption
edge provides an alternative mechanism to probe the relevant interface electrons
(see Fig. 5.9b) [22, 23]. In this process the energy of the impinging photon is first
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Fig. 5.9 a Schematic view of direct photoemission from a Ti 3d level and b a resonant photoe-
mission process at the Ti L-edge, consisting of an initial excitation of a Ti 2p core electron into
the 3d shell and a subsequent Auger decay (super-Coster-Kronig transition) with the same final
state reached in the direct photoemission process. The example shown here corresponds to an eg
resonance. c Resonant photoemission spectra of a LaAlO3/SrTiO3 heterostructure around the Ti
L-edge with the appearance of the Ti 3d-derived quasiparticle (QP) and in-gap (IG) peaks

stored by exciting a 2p core electron into an empty 3d state (L-edge absorption).
This intermediate excited configuration immediately decays via an Auger process,
in which the 2p core hole is filled up again and one 3d electron is ejected into the
vacuum. The final state reached in this way is identical to that of the direct photoe-
mission process, but its intensity is determined by the transition matrix elements for
the initial core excitation (2p6 3dn → 2p5 3dn+1, n being the occupancy of the 3d
shell, here: n = 1) and the subsequent Auger decay (2p5 3dn+1 → 2p6 3dn−1 +
photoelectron). Due to the high absorption probability at transition metal L-edges
this excitation channel leads to a giant enhancement of the photoemission signal,
and because the involved processes are all local, i.e. take place on the same atom,
resonant photoelectron spectroscopy (ResPES) is element and orbital specific, in our
case to the Ti 3d states.

Direct spectroscopy of the interface two-dimensional electron system in LaAlO3/
SrTiO3 by ResPES has first been demonstrated by Drera et al. [24] at moderate ener-
gy resolution. In the meantime several dedicated soft X-ray beamlines have become
available at various synchrotron radiation facilities worldwide, which allow high-
resolution and high-countrate ResPES experiments of buried interfaces. As an ex-
ample, Fig. 5.9c shows a series of resonant valence band spectra of a LaAlO3/SrTiO3

heterostructure taken in a narrow photon energy band around the Ti L-edge. Besides
the mainly O 2p-derived valence band pronounced intensity of two distinct features
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is observed in the gap region from the Fermi level to approximately 3.5 eV below,
which display strong but different intensity variations with photon energy. From
their appearance at the L-edge (and its absence away from this photon energy range)
both features can unambiguously be identified as of Ti 3d character. The sharp peak
observed directly at the Fermi energy is readily attributed to the metallic interface
and is hence referred to as “quasiparticle (QP) peak”. The itinerant character of the
underlying states has been confirmed by angle-resolved photoelectron spectroscopy
at the L-edge (SX-ARPES) which allows direct mapping out their k-space dispersion
(see [25, 26] and the detailed discussion in Chap.6). The broader feature centered
around−1.3 eV, due to its location labeled “in-gap (IG) state”, was already observed
in early low-energy photoemission studies on bare SrTiO3 crystals, where it could
be related to the presence of oxygen vacancies [27]. As will be shown further below,
this is also the case for the heterostructure. Indeed, more recent theoretical studies
have demonstrated that Ovac as positively charged point defects are able to pull down
3d levels of the neighboring Ti atoms from the conduction band into the band gap,
thereby creating localized Ti electrons [28–32].

The mobile versus localized character of the QP and IG peaks, respectively, is
also reflected in their distinct photon energy dependence. Figure5.10 displays the
full ResPES signal of the gap region in Fig. 5.9c as false color map. Plotting the
intensity of the QP and IG peaks (i.e. for their respective fixed binding energies)
as function of photon energy yields the so-called constant initial state (CIS) spectra
displayed in the center panel of Fig. 5.10. They look clearly quite different, and
it is instructive to compare their spectral shape to the X-ray absorption spectra of

Fig. 5.10 Left: false color representation of the Ti L-edge ResPES spectra in Fig. 5.9c, plotted
versus binding energy (only gap region) and photon energy. Center: constant initial state (CIS)
spectra for the QP and IG peaks corresponding to the cuts along the broken lines, respectively, in
the color map. Right: Ti L-edge spectra for a tetravalent (SrTiO3) and a trivalent (LaTiO3) titanate

fadley@physics.ucdavis.edu

http://dx.doi.org/10.1007/978-3-319-74989-1_6


5 Photoelectron Spectroscopy of Transition-Metal Oxide Interfaces 99

trivalent and tetravalent Ti, as measured on LaTiO3 (for Ti3+) and SrTiO3 (for Ti4+),
respectively (see right panel). While the CIS curve of the in-gap peak traces the Ti3+
absorption spectrum quite closely, in agreement with the static Ti 3d1 configuration
of this localized state, the CIS spectrum of the quasiparticle peak is shifted towards
higher photon energies by almost 1 eV and clearly contains spectral signatures of
the Ti4+ absorption. In addition, the QP peak resonates over a wider energy range
than the in-gap state. This phenomenology is known from ResPES on (conducting)
3d transition metals [33], indicating that it is a hallmark of itinerant 3d electrons.

As a common feature, interestingly, the QP and IG peaks both show their strongest
enhancement at the eg resonance of theTi4+ andTi3+ absorption spectra, respectively.
Finally, resonance effects are observed also in the main valence band region (denoted
as “VB (O 2p)” in Fig. 5.9c). This behavior originates from the small, but finite
O 2p-Ti 3d hybridization of the valence band states. The enhanced resonance seen
especially in the region between −6 and −9 eV is in excellent agreement with the
partial Ti 3d density of states previously obtained from band calculations and X-ray
standing wave HAXPES experiments [34].

Applying ResPES to the study of oxygen vacancies in LaAlO3/SrTiO3 requires a
controlled way of adjusting the Ovac concentration in the heterostructure. As already
discussed for the HAXPES data in Fig. 5.8, this can be achieved by varying the oxy-
gen pressure during PLD growth. However, this implies the preparation of separate
samples for each vacancy concentration to be studied. A much simpler and system-
atic approach is the in situ control of the oxygen stoichiometry by the combined use
of photon-induced oxygen depletion and oxygen dosing. It had already been known
from previous photoemission experiments of bare SrTiO3 surfaces that irradiation
with photons beyond a certain threshold energy lead to a loss of oxygen [17, 35],
most likely by a so-called Feibelman-Knotek process in which a core-excitation
with subsequent interatomic Auger decay causes a deionization of the O2− anion
and hence a breaking of its ionic bond [36]. The effect is demonstrated by the Ti 2p
HAXPES spectra in Fig. 5.11b. The series starts with a spectrum of a postoxidized
(i.e., nominally O-stoichiometric) sample, which already shows some finite Ti3+
signal, partly due to the “intrinsic” mechanism as discussed above. With increasing
X-ray exposure time the trivalent signal is seen to strongly grow, attributed to the
photon-induced oxygen loss and the concomitant Ovac doping of the interface (at
work already during the measurement of the first spectrum and hence causing part
of its Ti3+ signal). The effect can be reversed by dosing the surface with a steady
low-pressure flow of molecular oxygen out of a metal capillary just in front of the
sample (see Fig. 5.11a for a sketch of the experimental setup), as is clearly seen
by the strongly reduced (but still finite) Ti3+ weight of the lowermost spectrum in
Fig. 5.11b. Note that the O2 flow is applied in presence of the X-ray beam, so that a
large fraction of the molecules will photo-dissociate and diffuse as atomic oxygen
through the LaAlO3 film into the SrTiO3 substrate. Similar dosing experiments have
recently been conducted on bare SrTiO3 surfaces and allowed a very systematic study
of the metallic 2D surface states formed upon O depletion.

The HAXPES spectra in Fig. 5.11b have been taken at beamline I09 of the Dia-
mond Light Source in the UK. This undulator beamline not only supplies a high-flux
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Fig. 5.11 a Schematic view of the oxygen dosing experiments conducted at beamline I09 of the
Diamond Light Source (UK). Note that this beamline provides both a hard X-ray and a soft X-ray
beam directed at the very same sample spot. b Ti 2p HAXPES spectra of a LaAlO3/SrTiO3 (4 unit
cells) sample as function of X-ray exposure time and with oxygen dosing

hard X-ray (HX) beam, responsible for the rapid photon-induced O loss, but in
a rather unique configuration provides an additional independent soft X-ray (SX)
beam directed at the same sample spot [37]. In the following we will discuss Ti
L-edge ResPES results on oxygen dosing measured with this SX beam, whereas the
HX beam has been used for the actual O depletion [38]. It has to be noted that the SX
photons also cause oxygen loss, however, due to its much higher flux (and energy)
the HX beam proved to be much more efficient in that respect, with time scales for
O depletion almost one order faster than for the SX beam.

The results of these ResPES experiments are summarized in Fig. 5.12. The photon
energy was tuned either to maximally enhance the emission from the QP peak at
the chemical potential (Fig. 5.12a) or the IG state at about 1.3eV binding energy
(Fig. 5.12b). The QP spectral weight increases upon irradiation with X-rays, i.e.
progressive O depletion, starting from the most strongly oxidized state (blue curve)
to the one with saturated O depletion (red curve), as can best be judged if measured
on the QP resonance (Fig. 5.12a). Interestingly, the QP peak cannot be completely
quenched under strongest O dosing. Since for the same state no IG weight can be
discerned at the IG resonance photon energy—note that the remaining intensity tail
reaching into the pristine gap stems from the LAO valence band—, we consider this
state fully oxidized. The increase of QP intensity upon O depletion is paralleled by
an increase of the IG spectral weight, and both can be fully reversed upon O dosing
(cf. bottom and top graphs of Fig. 5.12b).

The qualitative picture drawn can be corroborated by a quantitative analysis as
visualized in Fig. 5.12c. Here we plot the QP (pink) and IG intensities (green) versus
irradiation time with the oxygen dosing switched off and on. The intensities were ob-
tained from the areas under the PES spectra within the intervals marked in Fig. 5.12a
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and b. Again, the interesting observation is the persistent QP intensity even under
full oxidation while the IG weight is completely suppressed. If this finite QP inten-
sity is subtracted, the resulting curve (grey) and the IG intensity curve (green) are
essentially congruent, meaning that the electrons provided by the oxygen vacancies
contribute in a fixed proportion to mobile and immobile states, respectively [17].

Further, a comparison to results obtained in the same way on bare SrTiO3 is elu-
cidating. Here, a surface two-dimensional electron system is exclusively induced by
oxygen vacancies and concomitant band bending [15–17, 27, 35, 39–41]. The spec-
tra recorded at the QP resonance are displayed in Fig. 5.12d, the IG andQP intensities
derived from a quantiative analysis in Fig. 5.12e. Similar to the heterostructure, QP
and IG intensities increase and decrease in proportion upon O depletion and refill-
ing, respectively. Strikingly, however, upon oxygen dosing both IG and QP weights
are suppressed completely turning the surface insulating, in stark contrast to the
LaAlO3/SrTiO3 heterostructure. We note in passing, that while these data have been
taken on (001)-oriented surfaces and interfaces, identical results have been obtained
for the (111)-orientation [38].

As a result, these O dosing experiments establish the fact that the introduction of
oxygen vacancies leads to electron doping into two separate classes of Ti 3d-derived
states, namely localized and delocalized ones. This is consistent with recent theoret-
ical studies which find the oxygen vacancies to generate Ti 3d states in the SrTiO3

band gap. However, these states can only be singly occupied, as a combination of
strong on-site Coulomb repulsion in the 3d shell and bonding-antibonding splitting
between the Ti atoms on either side of the vacancy will push the next available local
3d level way above the conduction band minimum [29, 31, 32]. Thus, the “other”
of the two electrons supplied by each O vacancy will populate the minimum of the
(also Ti 3d-like) conduction band and hence contribute to the metallic interface.
The O dosing experiments unambiguously demonstrate that localized and mobile
electrons are indeed induced in constant proportion, although the unknown photoe-
mission cross sections for IG and QP peaks do not allow us to verify a simple 1:1
ratio as expected from these considerations. The clustering of vacancies, energet-
ically favorable with respect to the formation of isolated Ovac defects, will have
additional impact on the ratio between localized and mobile 3d electrons and also
induce pronounced broadening of the IG peak [30].

It is tempting to relate theOvac-inducedgenerationof singly-occupied localized3d
states and, hence, formation of local spin 1/2 magnetic moments to the observation
of ferromagnetic behavior in some LaAlO3/SrTiO3 samples [42, 43]. While the
precise origin of magnetism has not yet been clarified, one could conceive a RKKY-
like coupling between the local moments mediated by the itinerant carriers. In this
picture the emergence of magnetism necessitates the presence of O vacancies which
critically depends on the precise PLD growth conditions and sample history (e.g.,
storage conditions after PLD growth), which may explain why magnetic behavior is
seen in some samples but not in others.

The most important result of the O dosing experiments is, however, the observa-
tionof a persistent quasiparticle component in fully oxidizedLaAlO3/SrTiO3 heteros-
tructures (above the critical thickness), whereas the localized states are completely
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Fig. 5.12 Valence band photoemission spectra at different resonance energies for a metallic
LaAlO3/SrTiO3 heterostructure and bare Nb-doped SrTiO3 with various oxygen vacancy con-
centrations and quantitative behavior of the QP and IG intensities. a QP resonance spectra under
irradiation with X-rays. b IG resonance spectra under irradiation only (bottom) and with simultane-
ous oxygen dosing (top). The blue curve corresponds to the fully oxidized state, the red to the one
with saturated O depletion. The black arrows indicate the chronology of the measurements. c QP
(pink curve) and IG (green curve) spectral weights plotted versus X-ray irradiation time with the
oxygen dosing switched off and on. If the constant value for the persistent QP intensity in the fully
oxidized state is subtracted (grey curve), the QP and IG intensity curves are essentially congruent.
d Similar as (a), but for the bare (001) surface of Nb-doped SrTiO3. e QP and IG intensities ver-
sus X-ray irradiation time for the bare surface. QP and IG features become fully suppressed upon
oxidation. (from [38])

quenched. This clearly demonstrates the existence of a generic mechanism for the
formation of a conductig interface in these heterostructures distinct from the simple
Ovac doping seen on the bare SrTiO3 surface. This behavior is also different from that
seen in heterostructures comprising an amorphous LaAlO3 film (a-LaAlO3/SrTiO3).
While these samples also display a two-dimensional electron system beyond a crit-
ical film thickness, it results exclusively from Ovac doping and can be completely
suppressed by full oxidation, as seen both in transport [44, 45] and photoemission
(not shown here, [38]). This proves that the generic quasiparticle component in epi-
taxial heterostructures does not only require the presence of the LaAlO3 film alone,
but also its crystalline and hence polar order, which in turn identifies again the polar
discontinuity at the interface as essential driving factor. As however already dis-
cussed in the previous section, the simple electronic reconstruction scenario based
on that premise is in conflict with the failure of photoemission to detect any built-in
potential in the LaAlO3 film [5, 8, 46].
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An alternative and energetically less costly scenario is the formation of electron-
ically active defects at the very film surface [20, 21, 47–50]. They are generated at
and above the critical thickness when the energy gain by transferring the released
charge to the interface outweighs their formation enthalpy. As a consequence of
these positively charged defects and the corresponding negative charge at the inter-
face, the potential gradient in the film is compensated and the observed flat-band
situation occurs. The elucidation of the precise nature of this generic mechanism
is still an ongoing challenge (see also Chap.2 for a discussion of the various mod-
els), which in SrTiO3-based heterostructures—as discussed, e.g., in the context of
possible magnetism—is often further complicated by this material’s propensity to
easily form oxygen vacancies. Fortunately, high-energy photoemission represents a
valuable tool to identify and single out the effects of Ovac-doping.

5.5 Conclusions and Outlook

As we have demonstrated for selected examples photoelectron spectroscopy em-
ploying soft and hard X-rays is a powerful method for the investigation of functional
oxide layered structures where the active region for potential applications is often
buried several nanometers below the surface. It allows for the identification of elec-
tronic states and their orbital character as well as for chemical depth profiling and
the characterization of the interface and film electronic structure in terms of charge
carrier concentrations and band alignment. Such information is key for tailored and
switchable functionalities of oxide heterostructures and superlattices. Of particular
use is the capability of resonant soft X-ray photoemission to probe oxygen vacancy
induced defect states. These may turn out to become technologically relevant in de-
vice concepts based on a spatial separation of donors and conducting layers to obtain
higher mobilities.
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Chapter 6
Electrons and Polarons at Oxide Interfaces
Explored by Soft-X-Ray ARPES

Vladimir N. Strocov, Claudia Cancellieri and Andrey S. Mishchenko

Abstract Soft-X-ray ARPES (SX-ARPES) with its enhanced probing depth
and chemical specificity allows access to fundamental electronic structure
characteristics—momentum-resolved spectral function, band structure, Fermi sur-
face—of systems difficult and even impossible for the conventional ARPES such as
three-dimensional materials, buried interfaces and impurities. After a recap of the
spectroscopic abilities of SX-ARPES, we review its applications to oxide interfaces,
focusing on the paradigm LaAlO3/SrTiO3 interface. Resonant SX-ARPES at the Ti
L-edge accentuates photoemission response of the mobile interface electrons and
exposes their dxy-, dyz- and dxz-derived subbands forming the Fermi surface in the
interface quantum well. After a recap of the electron-phonon interaction physics,
we demonstrate that peak-dip-hump structure of the experimental spectral function
manifests the Holstein-type large polaron nature of the interface charge carriers,
explaining their fundamentally reduced mobility. Coupling of the charge carriers to
polar soft phononmodes defines dramatic drop ofmobilitywith temperature. Oxygen
deficiency adds another dimension to the rich physics of LaAlO3/SrTiO3 resulting
from co-existence of mobile and localized electrons introduced by oxygen vacan-
cies. Oxygen deficiency allows tuning of the polaronic coupling and thus mobility of
the charge carriers, as well as of interfacial ferromagnetism connected with various
atomic configurations of the vacancies. Finally, we discuss spectroscopic evidence
of phase separation at the LaAlO3/SrTiO3 interface. Concluding, we put prospects
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of SX-ARPES for complex heterostructures, spin-resolving experiments opening
the totally unexplored field of interfacial spin structure, and in-operando field-effect
experiments paving theway towards device applications of the reach physics of oxide
interfaces.

6.1 Soft-X-Ray ARPES: From Bulk Materials to Interfaces
and Impurities

Angle-resolved photoelectron spectroscopy (ARPES) as the unique experimental
technique delivering direct information about electronic structure of crystalline solids
resolved in electron energy E and momentum k. While the fundamentals of ARPES
as well as characteristic spectroscopic properties of this technique in different photon
energy ranges have been discussed in Introduction to this volume, in this Chapter we
will focus on spectroscopic abilities of soft-X-ray ARPES (SX-ARPES). Combining
the k resolutionwith enhanced probing depth and chemical specificity, this technique
is ideally suited for buried interface and impurity systems which are in the core of
nowadays and future electronic and spintronic devices.

6.1.1 Virtues and Challenges of Soft-X-Ray ARPES

SX-ARPES as a spectroscopic technique exploiting the region of photon energies hv
around 1 keV has been pioneered at SPRing-8 [1–3] and has recently been boosted
with advent of synchrotron sources delivering high photon flux in this energy range
such as the Swiss Light Source (SLS) andDiamond Light Source (DLS). SX-ARPES
features a few fundamental advantages compared to the conventional VUV-ARPES
with its hv region around 20–100 eV:

Probing depth. The “universal curve” of the photoelectron attenuation length λ

(see, for example Powell et al. [4]) shows that VUV-ARPES is characterised by a
probing depth of a few Å, which makes this technique extremely surface sensitive,
and limits its applications basically to atomically clean surfaces. The increase of λ in
the SX-ARPES energy range enhances bulk sensitivity of the ARPES experiment as
well as enables access to systemsburied behind a fewsurface layers, oftenwithout any
surface preparation. SX-ARPES is therefore highly relevant for real-world materials
of importance in modern solid-state technology.

3D momentum resolution. The photoemission (PE) final state confinement within
λ results, by the Heisenberg uncertainty principle, in intrinsic broadening of the
corresponding surface-perpendicular momentum k⊥ defined by �k⊥ � λ−1. The
increase of λ at higher energies results therefore in improvement of the intrinsic
k⊥ resolution [5, 6]. In combination with free-electron final-state dispersion, this
sharpens the definition of k⊥ and thus of the full 3D momentum to enable precise
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determination of the valence band (VB) dispersions E(k) in 3D materials (see exam-
ples below as well as [6, 7, 8]; etc). problematic for the VUV-ARPES.

Resonant photoemission spectroscopy (ResPES). The SX-ARPES energy range
goes through a number of important absorption edges including the L-edges of
transition metals andM-edges of rear-earths. This allows resonant excitation of their
valence d- and f -states which play the crucial role in the physics of strong electron
correlations. In this way resonant SX-ARPES not only reveals the elemental com-
position of the VB [9, 10] but also can be used to highlight the signal from buried
systems.

A few applications of SX-ARPES exploiting the above virtues of enhanced prob-
ing depth, 3D momentum definition and chemical specificity will be illustrated later.

Realization of these SX-ARPES virtues comes however with a few severe chal-
lenges:

Cross-section problem. The main challenge of SX-ARPES, until now severely
impeding its practical use, is that the VB photoexcitation cross-section reduces com-
pared to the VUV energy range typically by 2–3 orders of magnitude [11] because
overlap of the rapidly oscillating high-energy final states with smooth valence states
reduces essentially to the small ion core region [12]. Such a dramatic signal loss
has to be compensated by high flux of incoming photons, which requires the most
advanced synchrotron radiation sources and beamline instrumentation, as well as
efficient photoelectron detectors.

Electron-phonon scattering. In the soft-X-ray energy range the photoelectron
wavelengths become comparable with phononic displacements of atoms in the unit
cell, which relaxes the k-conserving dipole selection rules. This electron-phonon
interaction effect manifests itself as momentum broadening of the spectral structures
as well as transfer of the coherent spectral weight Icoh into an incoherent background
reflecting the matrix-element weighted k-integrated density of states (DOS) [13, 14].
The reduction of Icoh relative to that at zero temperature I cohT�0 can be expressed, in the
first approximation, as I coh � W (T )I cohT�0, whereW (T ) is the photoemission Debye-
Waller factor W (T ) � e−�G2U 2

0 (T ) with �G ∝ √
hv expressing the momentum

transfer between the initial and final state and U0 the rms thermal atomic displace-
ment [15]. Cryogenic sample cooling, ultimately towards liquid-He temperatures, is
therefore imperative to achieve adequate k-resolution of SX-ARPES. More on the
temperature effects can be found in Chap. 7.

Further increase of hv into the multi-keV energy range pushes λ to more than 50 Å
[4]. The corresponding hard-X-ray ARPES (HX-ARPES, see Chap. 7) has however
to stand progressive reduction of the VB cross-section and loss of the coherent
spectral weight with energy. In addition, recoil from high-energy photoelectron-
s—essentially, emission of phonons back in the lattice [16]—smears photoelectron
k and energy [17]. Therefore, the k-resolving abilities of HX-ARPES seem to stay
with high-Z materials like W or materials with stiff covalent bonds like GaAs [15,
18, 19] where the temperature and recoil effects are small. SX-ARPES appears
therefore as a winning combination of enhanced probing depth with sufficient VB
cross-section and k-resolution.
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6.1.2 Experimental Technique

The cross-section problem of SX-ARPES requires synchrotron radiation beamlines
delivering high photon flux. At the time of writing, the worldwide highest brilliance
soft-X-ray source was the ADRESS beamline at the SLS (for details see [20]. The
beamline delivers soft-X-ray radiation with variable linear and circular polarizations
in hv range from 300 to 1600 eV with an ultimate resolving power E/�E of 33’000
at 1 keV. By virtue of the SLS ring energy 2.4 GeV optimal for the soft-X-ray range
and the beamline design optimized for high transmission, the photon flux tops up
1013 photons/s/0.01%BW. Apart from SX-ARPES, the ADRESS beamline hosts a
Resonant X-ray Scattering (RIXS) facility delivering complementary information on
charge-neutral excitations (see Chap. 11). Dedicated SX-ARPES facilities are also
available at SPRing-8, DLS, PETRA-III, and more are coming soon at MAX-IV and
NSLS-II.

Another factor to increase thePE signal is a grazing-incidence experimental geom-
etry dictated by interplay of relatively large X-ray penetration depth d with relatively
small photoelectron escape depth λ [21–23]. Figure 6.1a shows the normal-emission
photocurrent IPE as a function of X-ray grazing incidence angle α calculated near
the ends of the soft-X-ray energy interval for the valence states of two paradigm
materials Cu and GaAs [23]. IPE(α) sharply increases when going to grazing α, and
reaches its maximum near the critical reflection angle αc when the electromagnetic
field concentrates in the near-surface region where the photoelectrons can escape
from. Importantly, with the increase of hv the IPE(α) maximum shifts to very grazing
α around a few degrees. Optimal for the SX-ARPES experiment will be therefore
a grazing-incidence geometry [24] sketched in Fig. 6.1b. Importantly, the sample is
rotated to the grazing α around the horizontal axis, because in this case the X-ray
footprint on the sample blows up in the vertical plane where the synchrotron beam
has much smaller size than in the horizontal. The analyzer slit is oriented in the mea-
surement plane that enables symmetry analysis of the valence states by switching
the X-ray polarization between horizontal and vertical.

The SX-ARPES setup at the ADRESS beamline [24] operates at α � 20o (at
the moment restricted by mechanical constraints) which increases IPE(α) by a factor
of ~2 compared to the conventionalα� 45o. The light footprint on the sample is about
20 × 74 μm. The photoelectron analyzer PHOIBOS-150 from SPECS delivers high
angular resolution δϑ ~0.07o FWHMwhich is particularly important for SX-ARPES
because of the corresponding momentum uncertainty δK// � 0.5124

√
Ek sin δϑ

magnified by high kinetic energy Ek. The CARVING manipulator provides three
independent angular degrees of freedom, allowing precise navigation in k-space.
The samples are liquid-He cooled down to 10.7 K. The practical combined (beamline
plus analyzer) resolving power E/�E of this SX-ARPES facility is up to 20’000.
This is the nowadays SX-ARPES state-of-art.
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Fig. 6.1 aDependence of the normal-emission photocurrent IPE on grazing X-ray incidence angle.
With increase of hv its maximum shifts to more grazing angles (adapted from [23]); b Optimized
geometry of the SX-ARPES experiment. The grazing X-ray incidence increases the PE signal,
horizontal rotation axis reduces the light footprint on the sample, and slit oriented in themeasurement
plane (MP) allows symmetry analysis of the valence states [24, 25]

6.1.3 Application Examples

Wewill now flash through a few scientific cases achieved at the SLS which illustrate
the above spectroscopic virtues of SX-ARPES. Extending the recent review [25] we
will demonstrate that the recent progress in SX-ARPES instrumentation has not only
overpowered the dramatic photoexcitation cross-section loss in this energy range but
also pushed SX-ARPES to the most photon-hungry cases of buried interfaces and
impurities.

6.1.3.1 Probing Deep: Buried Interfaces

In the Introduction to this volumewe have already seen an illustration of the enhanced
probing depth of SX-ARPES with experiments on GaAs(100) capped with a ~10 Å
thick layer of amorphous As [26]. A recent example relevant for oxide spintronics is
the spin injector heterostructure SiOx/EuO/Si [27]. EuO is one of the most promising
routes for spintronics, for entries see [28, 29]. This material, first, delivers almost
100% spin-polarized electrons inviting spin-filter applications and, second, can be
integrated into thewide-spread Si technology. Furthermore, unique properties of EuO
such as its colossal magnetoresistivity, metal-insulator transition, strong magneto-
optic effects, tunability of the magnetic properties by doping or strain, etc. open its
ways towards multi-functional devices.
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Fig. 6.2 SiOx/EuO/Si spin injector: a Schemeof the sample;bSX-ARPES image (angle-integrated
component subtracted) measured at hv � 1120 eV, which reveals the Eu2+ state on top of the three-
dimensionalE(k) of bulk Si along the�KXdirection; c Identification of the band offset�E � 0.8 eV
which justifies the spin injecting functionality of the SiOx/EuO/Si heterostructure. Adapted from
Lev et al. [27]

Our experiments on theSiOx/EuO/Si heterostructure sketched inFig. 6.2a aimedat
determination of the EuO/Si band offset, definitive for the spin injector applications.
We used hv above 1 keV, allowing penetration of photoelectrons excited in the Si
substrate through the SiOx/EuO layers. The experimental ARPES intensity image
in Fig. 6.2b was measured with hv � 1120 eV, tuning k⊥ to the VB maximum of
bulk Si in the �-point of the Brillouin zone (BZ). We see the dispersionless Eu2+

state in the EuO layer buried behind the 17 Å thick layer of SiOx and, moreover,
we recognize the textbook manifold of the light-hole and heavy-hole bands along
the �KX direction of bulk Si, which is buried behind the SiOx/EuO layer with a
total thickness of 30 Å. This is an impressive example of the penetrating ability of
SX-ARPES.

The energy difference between the upper edge of the Eu2+ multiplet and the
VB maximum of Si in the � point, Fig. 6.2c, directly measures the EuO/Si band
offset �E as 0.8 eV. This value is sufficiently large to make spin injection at the
EuO/Si interface immune to noise and, on the other hand, it stays sufficiently small
to reduce power consumption. These SX-ARPES results justify thereby the spin
injecting functionality of the SiOx/EuO/Si heterostructure.

As we will see below, the SX-ARPES enhanced probing depth is essential for
experiments on the paradigm TMO interface, buried LAO/STO. In this perspective
we should also mention recent studies of dimensionality-tuned electronic structure
of LaNiO3/LaAlO3 superlattices ([30], see Chap. 5) as well as two-dimensional
electron gas in a multilayer structure formed by interfacing of the ferromagnetic
Mott insulator GdTiO3 with STO [31].
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6.1.3.2 Momentum Resolution in 3D: Bulk Materials

We will now illustrate the use of the k⊥-momentum resolution of SX-ARPES
to explore 3D electronic structure of the typical transition metal dichalcogenide
(TMDC) VSe2. The chalcogen-metal-chalcogen layered structure of TMDCs results
in their quasi-2D properties [32] but the bands derived from the out-of-plane chalco-
gen orbitals retain pronounced 3D character characterized by k⊥ dispersion ranges
of a few eV. Accurate measurements of these dispersions with VUV-ARPES are
impeded by large intrinsic k⊥ broadening of the low-energy final states comparable
with the perpendicular extension of the BZ (see [33, 34] and references therein).

Results of SX-ARPES measurements on VSe2 in an hv range around 900 eV are
compiled in Fig. 6.3 [6]. The ARPES intensity images (b) along two in-plane and
out-of-plane directions of the BZ (a) clearly show the V 3d bands near EF as well as
the Se 4p ones deeper in the VB. Statistics of the experimental data is remarkable in
view of the photoexcitation cross-section reduction by a factor of ~2000 for the V 3d
and ~30 for the Se 4p states for our excitation energies compared to VUV–ARPES
[11]. Reliable control over k⊥ in the SX-ARPES experiment has allowed slicing the
Fermi surface (FS) in different planes, including in- (d) and out-of-plane (c) ones.
The FS topology with its characteristic symmetry pattern is extremely clear in the
experimental maps. The textbook clarity of the experimental data compared to the
previous VUV-ARPES results [35] comes from high k⊥ definition of the high-energy
final states. A detailed account of these results, in particular analysis of 3D warping
of the FS to form exotic 3D charge density waves, is given in [6].

Of the recent SX-ARPES applications to bulk TMOs, precursors to our main
topic of TMO interfaces, we can mention the paradigm manganite La1−xSrxMnO3

(LSMO) possessing 3Dperovskite structure.Whereas previousVUV-ARPES studies
suffered from insufficient k⊥ resolution [36], the SX-ARPES experiments by Lev
et al. [8] employing hv around 700 eV have immediately yielded the long-sought-for
canonical FS topology consisting of the alternating 3D spheroid electron pockets and
cuboid hole pockets. Shadow contours of the experimental FS, reminiscent of the
high-T c cuprates [37], manifested the rhombohedral lattice distortion of LSMO. This
distortion is neutral to the Jahn-Teller effect and thus polaronic coupling, but reduces
the DE electron hopping along the Mn-O-Mn bonds. In interplay of the polaronic
self-localization with the DE electron delocalization [38–40], this effect reduces
the colossal magnetoresistance T c. Most recently, SX-ARPES has been applied to
Ce-doped CaMnO3 (CMO) to reveal shadow contours of the experimental FS as
signatures of the orthorhombic lattice distortion, and strongbanddependent polaronic
coupling (Husanu et al., unpublished).

Of other applications of SX-ARPES to bulk TMOs, we should mention a pio-
neering study of band structure and FS of CrO2 probed through a layer of amor-
phous Cr2O3 inherently building up on its surface [41]. Further examples of the
3D electronic structure determination with SX-ARPES in various materials range
from layered materials such as VSe2 discussed above [6] to the conventional high-T c

superconductor MgB2 with dichotomy of the Fermi states in their dimensionality
[42], AlNiCo quasicrystals with anisotropic structure stabilization mechanism [43],
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Fig. 6.3 3D electronic structure of VSe2: a BZ with its main symmetry lines and inscribed FS;
b ARPES intensity along the M’�M line measured at hv � 885 eV, and along the �A line under
variation of hv to scan k⊥; (c-d) experimental FS slices in the c �ALM plane (variation of hv) and
d �KM and ALH planes (hv � 885 and 945 eV, respectively). The clarity of the experimental data
manifests k⊥ definition of the high-energy final states (adapted from Strocov et al. [6])

strongly correlated ruthenates and pnictides [44, 45], bandwidth controlled Mott
materials [46], heavy fermion systems [47], etc. In the study on the 3D pnictide
(Ba1−xKx) Fe2As2 [48] it was noted that accuracy of the electron effective mass
determination is much affected by the k⊥ broadening effects and therefore improves
with increase of hv. Furthermore, we should particularly mention Weil semimetals
where high k⊥ definition of SX-ARPESwas crucial to identify the 3D cones topolog-
ically connecting the surface state arcs ([49–54]. In connection with spin physics of
3Dmaterials, we shouldmention bulk Rashba spin splittings in non-centrosymmetric
BiTeI [55] and in the ferroelectric Rashba semiconductor α-GeTe were the splitting
is coupled to the ferroelectricity [56].

6.1.3.3 Resonant Photoemission: Impurity Systems

(Ga, Mn)As with Mn concentrations of a few percent is a paradigm diluted magnetic
semiconductor (DMS) where the Mn doping induces its FM properties associated
with the hole carriers. Essential for physics of (Ga, Mn)As is the exact energy align-
ment of the Mn 3d derived impurity state (IS) and its hybridization with the GaAs
host states .WithMn atoms replacing only a few percent of Ga, finding their response
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Fig. 6.4 SX-ARPES of the (Ga, Mn)As impurity system: a Mn L3 XAS spectrum showing the
ferromagnetic (FM) and paramagnetic (PM) components; b ARPES images taken across the reso-
nance. Tuning hv onto the FM peak unleashes the Mn impurity state in vicinity of EF injecting the
FM charge carriers; c Established band diagram. Adapted from Kobayashi et al. [57]

between the bulk of GaAs atoms is a “needle in a haystack” problem which solves
however by taking into advantage the penetrating ability and chemical specificity of
resonant SX-ARPES.

The experiments [57] were performed on (Ga, Mn)As thin films embedding Mn
atoms with a concentration of 2.5% and capped by an amorphous As layer to reduce
oxidation during ex-situ sample transfer [26]. Figure 6.4a shows the experimental
X-ray absorption (XAS) spectrum at the Mn L3-edge, and (b) the corresponding
SX-ARPES images measured through the resonance. The pre-resonance image is
hardly distinguishable from bare GaAs showing the light-hole band. However, tun-
ing hv to the first XAS peak at 640 eV, corresponding to the FM substitutional Mn
ions, immediately unleashes the Mn 3d derived impurity state (IS) just below EF

which injects the FM charge carriers. Furthermore, simultaneous enhancement of
the GaAs band identifies its hybridization with the IS. The second XAS peak at
640.5 eV, corresponding to the PM interstitial Mn atoms, leaves only an afterglow
of the IS, and further increase of hv returns us to bare band structure of the GaAs
host. The ferromagnetic IS can therefore be seen only at one single excitation energy,
corresponding to X-ray absorption of the FM substitutional Mn ions. In this way,
chemical specificity of resonant SX-ARPES allows us to probe impurity states and
their hybridization with the host states for impurity systems with atomic concentra-
tions of a few percent (Fig. 6.5).
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(a) (b)

Fig. 6.5 ResPES of standard (oxygen annealed) LAO/STO: a XAS spectrum; b Map of angle-
integrated ResPES intensity. CL marks the stray signal from the Ti 2p core level excited by second-
order radiation; c EDCs extracted from (b) at selected excitation energies: the 458 and 460.5 eV
are Ti4+ resonant, 459.6 eV gives the highest signal at EF but overlaps with the second-order Ti 2p
signal, and 460.2 and 466 eV are representative of the 2DEG. Adopted from Cancellieri et al. [58]

The band diagram of (Ga, Mn)As emerging from the results of Kobayashi et al.
[57] is sketched in Fig. 6.6c. It merges the two previous models of (Ga, Mn)As [59,
60]: Whereas the FM charge carriers supplied by the IS located near EF are char-
acteristic of the double-exchange model, the IS hybridization with the host GaAs is
characteristic of the p-d exchange model. The impurity character of FM charge car-
riers in (Ga, Mn)As explains their small mobility, impeding high-speed applications
of this DMS. Recently Kobayashi et al. (unpublished) have extended this study to
Be-doped InFeAswhich is a potential n-type counterpart of GaMnAs for spintronics.
In contrast to GaMnAs, the FM charge carriers in InFeAs were found to originate
from the dispersive band states at the CB minimum. Their high mobility justifies
applications of (In, Fe)As for high-speed spintronics.

An extension of the above studies to (In, Mn)As quantum dots buried in GaAs
has been reported by Bouravleuv et al. [61]. Of other magnetic impurity systems,
we should mention a recent study on the multiferroic compound (Ge, Mn)Te [62].
Mn doping of the host α-GeTe broke the time-reversal protected degeneracy of the
Rashba bands in the� point. Themagnitude of the corresponding Zeeman gap scaled
up withMn concentration, reflecting buildup of ferromagnetic order between theMn
atoms. Another system is V-doped topological insulator Bi2Se3 where ResPES has
found largeVweight atEF [63] whose coexistencewith the quantum anomalousHall
(QAH) effect suggests nanoscale separation of this materials into V-rich magnetic
and V-deficient non-magnetic phases.
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Fig. 6.6 XPS depth profiling of the 2DES: aDependence of the ResPES intensity at hv� 460.2 eV
and b its fit within the model of rectangular 2DES distribution (c). The fit finds the interfacial dxy
states within 1 u.c. in STO. Adopted from Cancellieri et al. [58]

6.2 k-Resolved Electronic Structure of LAO/STO

The interface between LaAlO3 (LAO) and SrTiO3 (STO) is a paradigm example of
new functionalities formed at TMO interfaces of TMOs. Although these materials
in their bulk form are band insulators with wide band gaps (5.6 eV for LAO and
3.2 eV forSTO) their interface spontaneously formsmobile two-dimensional electron
system (2DES). Its high electron mobility typical of uncorrelated electron systems
co-exists with superconductivity and ferromagnetsm (for entries see the reviews
[64–67]), large magnetoresistance [68] and other phenomena typical of localized
correlated electrons (see Chap. 8). These properties of the 2DEG can be tuned with
field effect allowing design of transistor structures with enhanced functionalities [69,
70].

The interfacial 2DES is confined within a narrow region of a few nanometres
on the STO side [71–75] where the mobile electrons populate the t2g-derived dxy-,
dxz- and dyz-states of Ti ions acquiring reduced valence compared to the bulk Ti4+.
Breaking of the 3D periodicity at the interface splits the t2g bands into the dxy and
two degenerate dxz/dyz bands. Furthermore, the 2DES confinement in the interface
quantum well (QW) within a narrow region of a few nanometres on the STO side
further splits the dxy and dxz/dyz bands into a ladder of subbands [72, 76, 77, 78].
This complex energy structure based on the correlated 3d orbitals, very different from
conventional semiconductor heterostructures described as free particles embedded
in the mean-field potential, is the source of a rich and non-trivial phenomenology.
Instrumental to explore the underlying band structure of the LAO/STO interface
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states is SX-ARPES with its virtues of k-resolution, enhanced probing depth and
chemical specificity. The SX-ARPES results presented below were achieved at the
ADRESS beamline of the SLS.

6.2.1 Resonant Photoemission

Despite the enhanced probing depth of SX-ARPES, the buried interface 2DES can
only be accessed by boosting its photoemission response using ResPES at the Ti
L-edge. As we will see below, its elemental and chemical state specificity [9, 10]
allows discrimination of the signal coming from the interface Ti3+ ionswhose valence
contrasts them to the Ti4+ ones in the STO bulk.

A typical Ti L-edge XAS spectrum of the LAO/STO heterostructure measured
in total electron yield (TEY) is shown in Fig. 6.5a. Almost independent of X–ray
polarization, the spectrum shows two leading peaks around 458 and 460.5 eV which
correspond to electron excitation from the 2p3/2 core levels to 3d t2g and eg levels,
respectively, of the Ti4+ ions. The corresponding XAS weight from the Ti3+ ions in
the region of hv ~459.3 eV, which as can be seen in the LaTiO3 XAS data [79], is
hardly seen in the experimental spectrumbehind the overwhelmingTi4+ contribution.
The next pair of peaks in the XAS spectrum corresponds to electron excitation from
the 2p3/2 core levels (for detailed analysis of XAS spectra of LAO/STO see Chap.
11).

The corresponding map of angle-integrated ResPES intensity in Fig. 6.5 shows
four salient peaks in the VB region. Their energy position reflects the Ti4+ peaks in
the XAS spectrum, identifying hybridization of the oxygen valence states with Ti4+.
Most important, at the excitation energies corresponding to the Ti3+ regions of the
XAS spectrum the ResPES map shows clear signal of the Ti derived 2DEG near EF.
This observation armsuswith the exact recipe how to experimentally access the 2DES
[58, 80–82]. The corresponding EDCs should be taken away from the stray Ti 2p core
level signal excited by second-order radiation from the beamline monochromator.
We note that the present ResPES spectra, characteristic of the standard LAO/STO
samples, are significantly modified by oxygen deficiency (see Sect. 6.4.1).

Before switching to k-resolved band structure of LAO/STO, we should mention a
possibility to use ResPES measurement for XPS depth profiling of the 2DES. In the
soft-X-ray energy range, measurements at room temperature suppress k-selectivity
of the photoemission process (so-called XPS regime, [13]). In this case angle depen-
dence of photoemission intensity I(θ ) reflects attenuation of the 2DES signal in the
atomic overlayers. Mathematically, this can be expressed as

I (θ) � G

∞∫

0

R (z) e− z
λ cos θ dz (6.1)
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Fig. 6.7 Band structure of standard LAO/STO samples, measured at a s–polarization of X-rays,
exposing the dxy- and dyz-bands, and b p-polarization, exposing the dxz-bands. The DFT calculated
dispersions are indicated. Renormalization of the experimental bands and tails of their spectral
weight extending to lower Eb identify polaronic nature of the 2DES. The L3- and L2-resonance
data were collected at hv � 460.2 eV and 466 eV, respectively. Adapted from Cancellieri et al. [86]

whereG is a geometrical factor,R(z) the spatial profile of the 2DES, and the exponent
represents the photoelectron attenuation in theoverlayers following theBeer-Lambert
law (see, for example, [83]). Cancellieri et al. [58] have used the expression (6.1) to
fit their experimental I(θ ) data measured at the L3 absorption edge, Fig. 6.6a, with
R(z) approximated as a rectangular shaped function with a thickness d (b).The fit
(c) has revealed that the 2DES is localized within d � 1 u.c. at the STO side of the
interface.

Such narrow localization of the 2DES seems to be at odds with a number of
other works suggesting the 2DES extension by at least a few nm into the STO bulk
[74, 84]. This controversy can be resolved based on later k-resolved SX-ARPES
measurements (discussed in the next section). Figure 6.7a demonstrates that for
excitation energy at the L3 absorption edge the ResPES intensity is dominated by the
dxy band, and this band is indeed localized next to the interface. Moreover, as this
region embeds the Ti3+ ions with maximal electron occupancy, the present results
qualitatively agree with XPS depth profiling of the Ti3+ core level in the hard-X-ray
energy range performed by Sing et al. [85]. We note that both XPS results were
measured at room temperature which can also contribute to their difference to those
of Copie et al. [84] andGariglio et al. [74]measured at low temperature. In contrast to
the dxy bands, the dyz ones extendmuch further into the bulk accompanied by gradual
transformation of the Ti ions to the Ti4+ bulk valence state. These bands actually
dominate the ResPES response at the L2 absorption edge, Fig. 6.7a. Therefore, the
XPS depth profiling would see there much larger extension of the 2DES.
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6.2.2 Electronic Structure Fundamentals: Fermi Surface,
Band Structure, Orbital Character

Band structure and FS are fundamental characteristics of the interfacial 2DES. Their
k-resolved measurements with SX-ARPES are performed using ResPES [77, 80,
81] with the sample cooled below ~30 K in order to suppress the thermal effects
reducing the coherent spectral weight (see Sect. 6.1.1). Measurements of the band
dispersions, including the heavy dxz/yz-derived bands, require challenging figures of
energy resolution better than 40 meV, which for measurements of the FS can be
relaxed to ~100 meV.

Typical experimental band structure of the standard LAO/STO samples along the
�X direction of the BZ measured at two different X-ray polarizations and excitation
energies is represented in Fig. 6.7 [86]. With the experimental geometry shown in
Fig. 6.1b, s-polarization selects the dxy- and dyz-bands [77] whose wavefunction
is antisymmetric relative to the �X symmetry line [25, 37]. The corresponding SX-
ARPESdatameasured at theL3- andL2-resonances is shown inFig. 6.7a respectively.
By comparison with the overlaid E(k) dispersions, calculated in the framework of
self-interaction corrected DFT (see Chap. 8), we immediately recognize the heavy
dyz-band. The dxy-subbands are not visible due to vanishing matrix elements, but
they manifest themselves as two bright spots where they hybridize with the dyz-
band. Photoexcitation at the L3-resonance delivers maximal intensity to the dxy-
bands and L2-resonance to the dyz-band, identifying orbital selectivity of resonance
photoexcitation. Already at this point, we note strong renormalization of the dyz-
band compared to the DFT, and waterfalls of spectral intensity extending from the
dxy-spots. As we will see in Sect. 6.3.2, these spectral features manifest polaronic
nature of the interface charge carriers. p-polarization of incident X-rays switches
the ARPES response to the Ti dxz-wavefunctions symmetric relative to the �X line
[77]. The corresponding SX-ARPES data is shown in Fig. 6.7b for the L3- and L2-
resonances. We note remnant signal from the dyz-band manifesting slight structural
distortions at the interface [87, 88] relaxing the perfect symmetry.

Typical FS of the standard LAO/STO samples collected with circular X-ray polar-
ization at the L3-resonance and extending over four BZs [77] is shown in Fig. 6.8a.
These results are in agreement with the pioneering experiments by Berner et al. [80,
81]. The FS contours in the �0 point show a circle, originating from the light dxy
bands, and two ellipsoids aligned along the kx and ky directions, originating from the
heavy dyz and dxz bands. The intensity asymmetry relative to the horizontal �X line
reverses with the X-ray chirality, manifesting a circular dichroism. Interestingly, the
apparent FS shapes significantly vary through the four BZs. This effect is caused by
different dependence of the dxy, dxz and dyz photoemission matrix elements and thus
corresponding FS sheets on (kx, ky). Furthermore, in line with linear dichroism of the
band structure in Fig. 6.7, one can use linear X-ray polarization for orbital decom-
position of the experimental FS, Fig. 6.8b: s-polarization enhances the dxy and dxy
sheets, and p-polarization the dxz one. Another interesting point is that the apparent
FS contours are somewhat different between the L2- and L3-resonances (not shown
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Fig. 6.8 FS of standard LAO/STO samples collected at circular a and linear b X-ray polariza-
tions. s-polarization enhances the dxy and dxy sheets, and p-polarization the dxz one. Adapted from
Cancellieri et al. [77]

here for brevity) as a consequence of the orbital selectivity of resonant photoemission
mentioned above. Evolution of band structure and FS of the LAO/STO interface a
function of LAO overlayer thickness was studied by Plumb et al. [89].

6.2.3 Doping Effect on the Band Structure

In Chaps. 2 and 3, it is well explained how the growth conditions affect the electronic
properties like conductivity, concentration ns and mobility of the charge carriers.
In particular, ns changes consistently with the growth temperature [90] as well as
with oxygen annealing [91], although in the latter case the conductivity can trans-
form from 2D to 3D. Cancellieri et al. [77] have performed SX-ARPES studies of
LAO/STO samples with different doping levels in order to correlate the band occu-
pancy and FS shape with ns measured in transport. Standard doped (SD) samples
with ns � 6.5 × 1013 e/cm2 and low doped (LD) samples with ns ~1013 el/cm2 were
investigated. The ARPES dispersions were compared with theoretical simulations
performed with the transport ns value in order to clarify the corresponding orbital-
resolved charge distributions and band occupations (a detailed theoretical analysis
of the LAO/STO band structure is provided in Chap. 8).

Theoretical simulations for the SD sample in Fig. 6.9a show that for given ns most
of the charge is embedded in three bands. The two lowest have the planar dxy character
with a light mass m∗ ≈ 0.7m0 (m0 is the free-electron mass) in the �X direction.
The associated electron charge is confined entirely within the first and second TiO2

layers from the interface. The third occupied band has the dyz character and embeds
the charge spread out-of-plane. The band is heavy along kx (m* ≈ 9m0) and shifted
upward in energy by ~70 meV relative to the lowest dxy band. The corresponding
simulated FS is consistent with the experiment, Fig. 6.9b. Luttinger count of the
simulated FS demonstrates that even for the SD samples with their maximal ns the
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Fig. 6.9 Theoretical band structure and FS (calculated with the transport ns value) compared with
the experimental FS: a, b Standard and c, d low doped LAO/STO sample. Luttinger count of the
experimental FS increases with ns. Adapted from Cancellieri et al. [77].

ideal limit dictated by the polar catastrophe (ns � 3.3 × 1014 e/cm2 corresponding
to half an electron per interface u.c.) is not actually achieved.

With decrease of doping for the LD sample, obtained by reduction of the growth
temperature [90], the experimental FS reduces its Luttinger count as expressed by
reduction of the dyz-band Fermi vector kF by ~0.05 Å−1, which confirms coherent
nature of the interfacial electron transport. The observed trend is consistent with the
theoretical simulations in Fig. 6.9d incorporating the reduced ns, where the whole
band manifold shifts up in energy. The agreement, however, stays on the qualitative
level because the experimental dyz band stays partly occupied (although strongly
reduced in its spectral weight), whereas in the calculations the dyz band is entirely
above EF. Furthermore, we notice that for both SD and LD samples the experimental
bands are systematically lower compared to the calculations. In other words, ARPES
captures more charge carriers than detected in the transport measurements. This
discrepancy hints on electronic localization and/or phase separation mechanisms at
the LAO/STO interface (see Sect. 6.4.4). Under yet smaller doping the out-of-plane
dyz and dxz orbitals will fully depopulate (Lifshitz transition) and the whole mobile
charge will reside in the dxy bands close to the interface with concomitant dramatic
change in transport properties. Such depopulation can actually be achieved in gating
experiments (Chap. 3).
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6.3 Electron-Phonon Interaction and Polarons at LAO/STO

Wewill reviewnowSX-ARPES results that reveal strong electron-phonon interaction
(EPI) at the LAO/STO interface. This effect results in polaronic nature of the inter-
facial charge carriers expressed by large Holstein-type polarons. This phenomenon
plays a crucial role in transport properties of LAO/STO. For related physics of bare
STO interface see Chap. 4. We start with a recap of fundamentals of the polarons.

6.3.1 Basic Concepts of Polaron Physics

6.3.1.1 Qualitative Picture of Polarons

The physics of a particle interacting with its environment—a polaron—is a general
problemhistorically started from aFröhlichmodel describing an electronmoving in a
dielectricmedium [92, 93] and disturbing neighboring lattice by long-rangeCoulomb
forces. Very soon it was realized that similar phenomenon occurs in molecular crys-
tals where a Holstein model [94] is applied assuming that electron is locally coupled
to the host molecule deformations. Nowadays, it is already well known that depend-
ing on a “particle” and “environment” and how they interact with each other, the
polaron concept applies to extreme diversity of physical phenomena [95, 96].

A simple physical picture behind the polaron phenomenon can be imagined as
an electron moving in a crystal where ions displace from their equilibrium positions
in response to electron-lattice interaction. This electron dragging behind a local lat-
tice distortion—or phonon “cloud”—forms the polaron as composite charge carrier
whose properties are significantly different from the bare electron, e.g. the polaron
mass m* is heavier than the bare electron mass m0. Formation of polarons signif-
icantly modifies the properties of the system. Apart from changing m* [97, 98], it
modifies optical conductivity [99, 100], mobility [101], ARPES response [98], etc.

We restrict our following discussions to the typical situationswhen electrons inter-
act with a dispersionless optical phonons of frequency ω0. In this case the electron-
phonon interaction (EPI) can by described by the Hamiltonian

Hint � 1√
N

∑
kq

� (k,q)
(
c+kck−qbq + c+k−qckb

+
q

)

that represents the scattering of electron changing its momentum by qwhen it annihi-
lates (bq) or creates (b+q ) a quantum of lattice vibration (phonon) carryingmomentum
q. Here c+k/ck are creation/annihilation operators of electron with momentum k.

In general, the interaction vertex �(k, q), characterizing the EPI dependence
on momenta of the particles participating in the scattering event, depends not only
on phonon q but also on electron k. Although the k-dependence leads to a plenty
of interesting phenomena [102] it is usually observed either in organic materials
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[103, 104] or arises in case of magnetic polarons [105]. Limiting our discussion
to lattice polarons in inorganic materials, we consider only a q-dependent vortex
�(q). However, even within this simplification there remains a variety of profoundly
different EPI behaviors which are usually divided into long-range and short-range
interaction.

6.3.1.2 Long-Range Versus Short-Range Electron-Phonon Interaction

The effect of EPI on physical properties depends on its long-versus short-range char-
acter. The long-range EPI with optical phonons is represented by so-called Fröhlich
interaction arising from Coulomb coupling having maximal strength at zero momen-
tum

� (q) ∼
√

α

q(d−1)/2
. (6.2)

Here α is a dimensionless coupling constant and d � 2 or 3 is the dimensionality
of the system [106]. Square of the potential (6.2) is the Fourier transform of the long-
range three-dimensional Coulomb potential 1/r. Thus, the EPI (6.2) implies three-
dimensional interaction between the electron and polarization although the electron
movement is embedded into d-dimensional space. One should note that the Fröhlich
interaction does not introduce singularities into physical properties of ground state,
because its contribution into a physical quantity, e.g. energy renormalization �E,
implies the radial momentum integration

�E ∼
∞∫

0

|� (q)|2
ω0 + q2/(2m0)

qd−1dq

whose radial dimensionality-dependent factor qd−1 cancels the singularity of �(q)
at zero momentum.

The short-range EPI is represented by so-called Holstein interaction (Holstein
[94] which is momentum independent

� (q) � g (6.3)

and arises from different mechanisms of short-range coupling to charge density dis-
tortions [107, 108]. Note that the momentum independence (6.3) implies, in contrast
to the long-range one (6.2), that the interaction is local in the direct space as described
by the delta-functional δ(r). Extending the strict definition (6.3), a terminology of
Holstein-like EPI is often used for the cases where �(q) is maximal at the Brillouin
zone (BZ) boundaries [109, 110] which is typical of breathing phonon modes.

The EPI for the Holstein model is traditionally characterized by the dimensionless
coupling constant
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λ � 2g2

Wω0
(6.4)

defined in terms of the bare particle bandwidth W . Physically, λ is the ratio of
two energies, one is the potential well due to lattice deformation and another is
kinetic energy helping escape the well. Namely, the former is the polaron binding
energy g2/ω0 at zero bandwidth W � 0 and the latter is half of the bare electron
bandwidthW /2. In the hypercubic lattice of dimensionality d we haveW � 4dt and
m0 � 1/2t, where t is the electron hopping constant. If�(q) is momentum dependent,
one can introduce an effective Holstein-like dimensionless coupling constant λ by
substituting g → �(q) and averaging the quantity (6.4) over the BZ.

The above definition of the dimensionless coupling (6.4) has several advantages.
First, it is compatible with definition of λ in theory of metals [111] if one realizes that
1/W is roughly equal to the electronic density of states N(EF) at the Fermi energy
EF. Second, the perturbation theory for mass renormalization in metals gives very
simple expression [111]

m∗/m0 � 1 + λ (6.5)

Note however that in the case of a single Holstein polaron there is an additional
coefficient around unity in front of λ which depends on the dimensionality, lattice
geometry and phonon frequency [97, 112]. Third, an important convenience of the
definition (6.4) is that the critical value λc of the dimensionless coupling, which
separates weak- and strong-coupling regimes, is around unity,

λc ∼ 1 (6.6)

The properties of a polaron with short-range interaction are weakly renormalized
at λ < λc and strongly modified at larger λ [97] resulting in large polaron m* and
strong lattice deformations accompanying such polaron.

The dimensionless coupling constant α of long-range coupling (6.2) is conven-
tionally defined in terms of the dielectric properties of the crystal, and a rigorous
description of this definition is rather lengthy. However, the most important informa-
tion can be conveyed if we note that for the Fröhlich polaron the expressions (6.5)
and (6.6) are valid if we substitute

λ → α

6

Note that in the perturbation expansion for the Fröhlich polaron m∗ �
m0/ (1 − α/6) ≈ m0 (1 + α/6) we use the smallness of α. The crossover between
the weak- and strong-coupling regimes for the Holstein model can be a rather fast
function of λ, whereas for the Fröhlich model it is always a smooth function of α.
Properties of the Fröhlich polaron qualitatively change however at αc � 6 [98–100].
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It can be shown that for Holstein coupling the electron self-energy is momentum
independent for large enough EF [113]. In such cases one can prove [114] that for
the Holstein polaron

Z0
(
m∗/m0

) ≈ 1.

For the Fröhlich polaron, on the other hand, this relation is violated even for very
weak EPI. Instead, the perturbation expressions for the Z-factor Z0 � 1 − α/2 and
mass m*/m0 � (1 − α/6)−1 yield

Z0
(
m∗/m0

) ≈ 1 − α

3
.

The polaron properties in the strong coupling regime are considerably different
from bare particle both for long- (6.2) and short-range (6.3) EPI. However, only
the latter case is capable of forming so called small-radius polarons when almost
the whole lattice deformation is localized at the site of the particle. The reason
for such localization is the δ(r)-character of the short-range EPI which can lead
to strong on-site deformation leaving almost intact the neighboring sites. Hence,
the small–radius polaron can be viewed as a particle with strong deformation at
its site which is surrounded by almost unperturbed lattice. In this case the particle
hopping to another site is a dramatic event associated with removal of the large lattice
deformation at one site and creation of the same strong distortion at the neighbour site.
Naturally, coherent movement of a small polaron is easily destroyed either by lattice
imperfection or temperature induced lattice potential fluctuation [95, 96, 115]. Such
phenomena are impossible in case of long-range EPI because of its 1/r long-range
character.

One more manifestation of the EPI restricted to systems with short-range cou-
plings is the so called “self-trapping” phenomenon [116, 117]. Self-trapping means
a dramatic transformation of particle properties when system parameters are slightly
changed. It occurs at λ ~ λc when a “trapped” particle state with strong lattice defor-
mation around it and the weakly perturbed “free” particle state may have nearly
the same energy. Then, the “free” state with small m* is effectively trapped by an
admixture of the “trapped” state with large m*, see Mishchenko et al. [118] for
demonstrations of such mixing.

One has to note that the “self-trapping” phenomenon does not imply real trapping
because it does not violate the translational invariance or momentum conservation.
The real trapping requires in fact an attractive impurity potential breaking the trans-
lational invariance. For polarons, the corresponding lattice deformation cooperates
with the attractive potential, making the impurity-assisted trappingmuch easier com-
pared to bare particles [119–123]. For example, localization of a particle in a three
dimensional cubic lattice requires local on-site attractive potentialU to be larger than
its critical value Uc roughly equal toW /3 [124]. For the Holstein polarons, however,
Uc approaches zero with increase of λ [119–123].
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6.3.1.3 Spectral Function of Polarons and Its Fingerprint in ARPES

The polarons are characterized by the electronic spectral function A(ω,k) that can be
expressed as

A (ω,k) � Z0δ (ω − E (k)) + ASB (ω,k)

Here δ is the Dirac delta-function, Z0 the quasiparticle (QP) weight or Z-factor,
E(k) the renormalized QP energy, andASB(ω,k) a high energy tail containing phonon
sidebands, i.e. states where removal of electron is accompanied by excitation of one

ormore optical phonons. The normalization ofA(ω,k) to unity as
∞∫

−∞
A (ω,k) dω � 1

allows its probabilistic interpretation [114] where an electron is removed without (or
with) phonon emission with probability Z0 < 1 (or 1 − Z0 < 1).

The shape of the high energy tail ASB(ω,k) at zero temperature can be roughly
represented as a sum of l-phonon sidebands

ASB (ω,k) �
∞∑
l�1

Ql (ω) D (ω + lω0), (6.7)

where D (ω) � N−1 ∑
k

(E(k) − ω) is the normalized density of QP electronic states

with dispersion E(k) and Ql (ω) are coefficients depending on the EPI strength,
full energy width W̃ of the QP electronic band and its filling (for examples see
Alexandrov and Ranninger [125] and Ranninger and Thibblin [126] ). Energy of
each l-th sideband in ASB(ω,k) is shifted from E(k) by lω0 (plus, strictly speaking, a
slight energy shift due to electron recoil accompanying excitation of phonon). Each
sideband is broadened with W̃ , and the individual lines in ASB(ω,k) are resolved
when W̃ � ω0 and merge to a single broad hump when W̃ � ω0. The above simple
picture of ASB(ω,k) formed by sidebands separated by one ω0 breaks down in the
cases of self-trapping [118] and impurity-assisted trapping [122].

So far we considered a model system including only EPI with optical phonons,
where the low energy QP pole of A(ω,k) is a δ-function [98]. A realistic system
contains many other interactions, e.g. electron-electron coupling, interaction with
acoustic phonons and impurities. These interactions smear the infinitely high and
narrow δ-function, but the remnant peak stays sharp in comparison with the tail of
phonon sidebands. As a result, the whole A(ω,k) acquires a typical peak-dip-hump
(PDH) structure (Fig. 6.10) where a relatively narrow QP peak is followed by broad
hump at higher binding energy.

The above shape of ASB(ω,k) is achieved only at low electron excitation energy
E(k) − EF � ω0. This is however not the case when E(k) is far from EF [98,
127–129]. At excitation energy � ω0 the QP dispersion E(k) undresses of the
phonon cloud and becomes the bare ε(k) dispersion. The crossover between these
two regimes is characterized by the electron dispersion kink (for entries see Gunnars-
son and Rosch [128]; Mishchenko et al. [130], Lanzara et al. [131], Cuk et al. [132],
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Fig. 6.10 Sketch of the polaron spectral function A(ω,k) at low electron excitation energy
E(k) − EF. The characteristic peak-dip-hump (PDH) spectral shape is formed by the quasiparticle
(QP) peak followed by the phonon sideband tail corresponding to a sequence of optical phonons
with frequency ω0
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Fig. 6.11 a TypicalA(ω,k) of high-T c cuprates simulatedwithin the t-J-Holsteinmodel forλ � 0.5
with k varying along the nodal (π/2, π/2) → (0, 0) direction. The A(ω,k) maxima are marked;
b Intensity plot for the same parameters; (c) Momentum dependence of the A(ω,k) maxima for
λ � 0.126 (circles), λ � 0.32 (squares), and λ � 0.5 (triangles). The red arrow in (b) and c indicates
the optical phonon energy. All energies are in units of t � 0.4 eV measured from the vacuum state
of the t-J model (a, b) and from the top of the polaron band. Reproduced from Mishchenko et al.
[130]

Devereaux et al. 133]. A typical picture of this crossover simulated for high-T c

cuprates [130] is illustrated in Fig. 6.11.
Naively, the phonon structure of the hump is often imagined similarly to the

simplest situation of vibrational excitations in molecules such as gaseous hydrogen
[134] where the QP peak is followed by a series of sharp lines at multiples of ω0.
This case corresponds to the situation of the independent oscillator model (IOM)
[114] whose spectral function at zero temperature T � 0 is described by equidistant
lines with weights given by Poisson distribution
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ASB (ω) � e−g
∞∑
l�0

gl

l !
δ (ω − lω0), (6.8)

where the l � 0 term is the QP peak and l > 0 ones are satellite lines shifted by l
energies ω0. However, this Poisson distribution limit of the general ASB(ω,k) form
(6.7) can hardly be observed in condensed matter physics because the IOM is valid,
first of all, only if the full electronic bandwidth W̃ is much smaller than ω0 which is
a quite rare case for realistic systems. Furthermore, one needs very low temperature
T � ω0 to see the purely Poisson shape of the hump. Indeed, for finite temperature
T the IOM spectral function becomes

ASB (ω) � e−g(2N+1)
∞∑
l�0

Il
{
2g [N (N + 1)]1/2

}
e
(

βω0
2

)
δ (ω − lω0),

where N �
(
e− βω0

2 −1
)−1

is the Bose distribution function, I l the modified Bessel

function, and β � 1/T [114]. This function reduces to the Poisson distribution (6.8)
only for T /ω0 → 0 and otherwise has no resemblance of it. Note that in case of finite
T there appear satellites with negative l values (negative energy loss). The conclusion
is that the Poisson distribution of the phonon sidebands can therefore only be awaited
when all of the following conditions apply: (i) dispersionless optical phonons ω0;
(ii) excitation energy in vicinity of EF so that E(k)-EF � ω0; (iii) isolated molecule
vibrations with vanishing electronic bandwidth W̃ � ω0; (iv) very low temperatures
T � ω0. The whole list of these assumptions hardly applies to most of the cases in
condensed matter physics.

Although the polarons dramatically influence physical properties of solid-state
systems, retrieval of fundamental characteristics of the underlying EPI from various
spectroscopic data is not straightforward. For example, m* can in principle be deter-
mined from measurements of optical conductivity σ (ω) using the sum rule [135,
136]

1

m0
− 1

m∗ � 2

πe2n0

ωm∫

ω0

σ (ω) dω,

where e is the electron charge, n0 the carriers concentration, and ωm the maximal
frequency which can be attributed to intra-band conductivity. However, the accuracy
of such estimate of m* depends on how trustworthy is the estimate of m0 provided
by band structure calculations.

The unique experimental probe which can capture the polaron physics is ARPES
which directly measures the (matrix element weighted) electronic spectral func-
tion A(ω,k) most fully characterizing the EPI. Continuous progress of the ARPES
technique reveals more and more cases where the polaronic A(ω,k) is observed.
In particular, the PDH structure was observed, for example, (i) from localized
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lattice polarons in insulating sodium tungsten bronze NaxWO3 [137]; (ii) from lattice
polaron states near the dispersion kink in the electron-doped Nd1.85Ce0.15CuO4 high
temperature superconductor [138]; (iii) from lattice polarons at the Ti(100) surface
[139]; (iv) from spin-orbital polaron [140] in misfit cobaltate [Bi2Ba2O4][CoO2]2
[141]. Lattice polarons at bare SrTiO3 surface are considered in Chap. 4, and those
at the LaAlO3/SrTiO3 interface below in Sect. 6.3.2. Enhancement of EPI due to
disorder was observed by Nie et al. [142].

Thorough theoretical studies of the ARPES results for high temperature super-
conductors reveal considerable EPI in these materials [143, 144]. For example, the
extended t-J model [145–147], widely used for underdoped materials, well describes
[148] the experimental ARPES dispersion [149] of the low energy peak in under-
doped cuprates. However, while the unbiased Monte Carlo studies of the t-J model
predict narrow width of this peak near the band bottom [150], the experiment finds
the peak width larger than the whole dispersion bandwidth. Inclusion into these the-
oretical models of EPI extends correct predictions for the underdoped cuprates from
the ARPES dispersion [151] to linewidth [87], as well as to temperature dependence
of the ARPES spectra [152], kink phenomena [130] and optical conductivity [153].

6.3.2 Polaronic Nature of the LAO/STO Charge Carriers

6.3.2.1 Low Temperature Limit

Wewill analyze the low-temperature SX-ARPESdata in Fig. 6.12 in terms of the one-
electron spectral functionA(ω,k), closely followingCancellieri et al. [86]. Figure 6.12
reproduces the above s-polarization data at theL3- (a) andL2- (d) resonances together
with the corresponding A(ω,k) profiles for the dxy-band along the waterfalls and for
the dyz-band (c and f , respectively). Remarkably, the experimental A(ω,k) reveals
a pronounced peak-dip-hump (PDH) structure, where the peak reflects the QP and
hump at lower energy its coupling to bosonic modes. Such modes are phonons cou-
pling to electron excitations and forming a polaron (see Sect. 6.3) which is an electron
(hole) dragging behind a local lattice distortion formed in response to strong EPI.
The concomitantly increasing m* of such composite charge carriers fundamentally
limits theirmobilityμ∝ 1/m* beyond the incoherent scattering processes. Therefore,
the charge carriers at the LAO/STO interface have polaronic nature fundamentally
limiting the 2DES mobility μ2DES. The experimental dyz dispersion shows the effec-
tive mass renormalizationm*/m0 ~ 2.5 relative to the DFT massm0. Moreover, clear
dispersion of the hump tracking the dyz-band, seen in the second derivative plot of
Fig. 6.12e, identifies a large polaron associated with long-range lattice distortions.
The hump apex, located at ~118 meV below the QP peak, identifies the main cou-
pling phonon frequency ω0

′. Based on DFT calculations of phonon modes [154] for
bulk cubic STO shown in Fig. 6.13a, this phonon can be associated with the hard
longitudinal optical mode LO3 at ~100 meV having the largest coupling constant λ
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(a)

(b)

(c)

(d)

(e)

(f)

Fig. 6.12 SX-ARPESderived dispersions andA(ω,k) of theLAO/STO interface states: a,dARPES
images at the L3 (a) and L2 (d) resonances with theoretical dyz (green) and dxy (pink) bands. The
panels b, e are their representation in (normalized) second derivative -d2I/dE2 > 0; c, f A(ω,k)
reflecting the dxy and dyz bands integrated over the k-regions marked in (a, c). The characteristic
PDHstructuremanifests polaronic nature of the interface charge carriers formed by theLO3phonon,
and the hump dispersion identifies a large polaron. Adapted from Cancelliri et al. [86]

among all LOmodes [155, 156]. This mode is a breathing distortion of the octahedral
cage around a Ti site (b).

Optical studies on bulk STO [157] have not only confirmed the involvement of the
LO3 phonon in EPI but also found the corresponding effective mass renormalization
m*/m0 ~ 3.0 close to our value. The same phonon was observed by Raman [158] and
neutron spectroscopy [159] as well as by VUV-ARPES at the bare STO(001) surface
[160–162] with the strength of the polaronic structure depending on ns (see Chap. 4).
The LO3 energy ~100meV found in all these experiments perfectlymatches theDFT
calculations, Fig, 6.13a. At the LAO/STO interface however the LO3 frequency is
somewhat different which can be attributed to coupling of the STO phonon modes to
the LAO overlayer. Interestingly, a recent tunnelling study of oxygen isotopic effects
at the LAO/STO interface [163] has again found the LO3 phonon (LO4 in the strict
tetragonal nomenclature of this work) at ~100 meV. The difference may indicate the

fadley@physics.ucdavis.edu

https://doi.org/10.1007/978-3-319-74989-1_4


132 V. N. Strocov et al.

Fig. 6.13 a DFT calculated
phonon modes in doped bulk
STO at various electron
doping levels nv (our
LAO/STO case corresponds
to nv ~ 0.12); b, c Atomic
displacements associated
with the breathing LO3
mode and polar TO1 one,
respectively [86]

fact that whereas the SX-ARPES signal is formed only by coherent electrons coming
from the interface region, the tunneling signal has a large contribution of incoherent
electrons coming deep from the STO bulk. Nie et al. [142] have extended VUV-
ARPES studies of polaronic effects to the quasi-2D material Sr2LaTiO4 from the
STO-related Ruddlesden-Popper series Srn+1TinO3n+1. La-doping of this material to
Sr2−xLaxTiO4 was found to set up an interesting interplay between EPI and disorder,
reproduced by model theoretical analysis.

As we have seen above, the polaronic A(ω,k) can be expressed as A (ω,k) �
Z0δ [ω − E(k)] + ASB (ω,k), where the first term represents the QP peak with dis-
persion E(k) and the second one the polaronic hump. The experimental A(ω,k) in
Fig. 6.12b, d shows integral weight of the QP peak in the total spectral intensity
Z0 ~ 0.4 for both dxy- and dyz-bands [although the dxy-A(ω,k) shows slightly larger
energy broadening resulting from the localization of these states near the defect-reach
interface; this spectroscopic observation is consistent with larger defect scattering of
the dxy charge carriers found in Shubnikov–de Haas experiments [164]. Crucial for
further analysis is the theoretical LO3 phonon dispersions in Fig. 6.13a. The LO3
frequency responds to the ns variations mostly in the large-q region. This identi-
fies a short-range character of the corresponding EPI described by the Holstein-type
polaron (see Sect. 6.3.1.2). With moderate EPI strength, the Holstein-type EPI forms
large polarons, similarly to the Fröhlich polarons driven by long-range EPI [165].
The short-range EPI constant λ ~ 1 − ZO is in our case ~0.6, which is too weak
for the polaronic self-trapping [40] but can assist charge trapping on VOs or shal-
low defects [122, 142] contributing to the polar field compensation in LAO [166].
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Importantly, the QP mass renormalization for the Holstein polarons directly relates
to the QP spectral weight as m*/m0 � 1/ZO. In our case this relation returns m*/m0

� 2.5 exhausting the experimental band renormalization in Fig. 6.12a, c. This fact
leaves not much room for the electron correlation effects in the interfacial 2DES,
which is consistent with the tunneling data of Breitschaft et al. [76]. We note also
that the significant occupied electronic bandwidth and LO3 dispersion result in sig-
nificant deviations of the experimental ASB(ω,k) from the ideal Poisson distribution
(see Sect. 6.3.1.3).

6.3.2.2 Temperature Dependence

An intriguing peculiarity of the LAO/STO interface is a dramatic reduction of μ2DES

with temperature T [167] (see Chap. 3). We address this puzzle with a series of
T -dependent L3 angle-integrated spectra, Fig. 6.14a, because analysis of angle-
integrated spectra is immune to relaxation of k-selectivity with T [13]. The QP peak
reduces with increase of T , and towards 200 K completely dissolves in the phonon
hump of A(ω,k). The corresponding decrease of the QP weight ZO, Fig. 6.14c,
increases m* and thus reduces the charge carriers mobility. This microscopic mech-
anism fully explains the puzzling 2DES mobility reduction observed in Hall effect,
Fig. 6.14b. In line with our results, optical studies of the bulk STO [157] and
LAO/STO interface [73] have also found reduction of the Drude weight with T .

The phonon mode behind the observed T -dependence can be identified by fitting
of the experimental Z0(T ) in Fig. 6.14c with the independent boson model [114]
Z0 (T ) � e−2g(2N+1) I0 [2g (2N + 1)], where N � (

eω0/T − 1
)−1

is the Bose filling
factor describing population of the phonon modes as a function of their frequency
ω0 and T . The fit identifies the frequency ω0

′′ of the soft phonon dominating the EPI
as ~18 meV in the low-T range and ~14 meV in the high-T range. This crossover can
be linked to the second-order tetragonal to cubic phase transition in STO at 105 K
[168]. The theoretical phonon modes in Fig. 6.13a suggest that the observed phonon
is the polar TO1 one in bulk STO, Fig. 6.13c, sensitive to this phase transition and
associated with long-range EPI. The corresponding coupling constant estimated as
α ~ 2 indicates moderate EPI consistent with the large polaron scenario. The TO1
phononwas also observed in kinks ofARPESdispersions at bare STO(100) [155] and
its hardening due to presence of the 2DES by THz reflectivity spectroscopy [169].
This mode is inherent to the nearly ferroelectric nature of STO, being associated with
its huge εSTO.

The LAO/STO interfacial charge carriers have therefore polaronic nature involv-
ing at least two phonons with different energy and thermal activity. The LAO/STO
superconductivity, if driven by a phonon mechanism [163], can be related to the
discovered polaronic state. Whereas the hard LO3 phonon energy much exceeds the
energy scale of the superconducting transition at 0.3 K, involved in the electron pair-
ing may be the soft TO1 phonon. The polaronic activity is actually typical of TMO
perovskites, reflecting their highly ionic character and easy structural transforma-
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(a) (b)

(c)

(d)

Fig. 6.14 T -dependent polaronic effects at LAO/STO. a L3-resonance angle-integrated spectra.
The QP peak dissolving into the hump towards ~190 K explains b the mobility drop with T ; c
QP spectral weight Z0(T ) fitted by the independent boson model, identifies the soft TO1 phonon,
Fig. 6.13c, sensitive to the phase transition in STO; d Corresponding QP energy width (Cancellieri
et al. 2015)

tions [168]. For further details of polaronic physics at the LAO/STO interface the
reader is referred to [86].

6.4 Oxygen Vacancies at LAO/STO

6.4.1 Signatures of Oxygen Vacancies in Photoemission

Oxygen (ox-) deficiency dramatically affects electronic and magnetic properties
of the TMO systems. In particular, transport measurements evidence that the ox-
deficiency dramatically increases both concentration and mobility of the interfacial
2DES [91, 170]. For all bulk, surface and interface STO-based systems, each oxygen
vacancy (VO) releases two electrons. In general, one of these electrons injected into
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the 2DES, whereas another stays near the Ti ion [166] to form there a localized state.
Having a binding energy around 1.2 eVwithin the band gap of bulk STO, these states
are commonly referred to as the in-gap states. Apart from the ARPES results dis-
cussed below, the coexistence of mobile and oxygen-derived localized electron states
at the LAO/STO interface has been suggested by scanning tunneling spectroscopy
[76, 171], resonant inelastic X-ray scattering [172], O K-edge XAS [173], etc.

In contrast to the stoichiometric STO where the Ti 3d-eg states are empty, the
VOs modify the local covalent bonding in its proximity and cause an orbital recon-
struction where the eg states shift down to become the in-gap states [174–176]. Tight
electron localization in this state causes notable correlation effects [174, 177, 178]
which necessitate the use of many-body theoretical methods like the DMFT for their
analysis (see Chap. 8). Furthermore, electrons the in-gap states can hop to adjacent
lattice sites under thermal or electric field activation [179–181] and may therefore
be viewed as small polarons [166, 182] associated with a sizable distortion of the
surrounding lattice. Finally, spins of the in-gap states can stabilize the ferromagnetic
order (Sect. 6.4.3). Therefore, the VOs in the STO-based materials give rise to a
duality of their electron system [178, 183] where delocalized 2DES quasiparticles
(which are t2g derived, weakly correlated, non-magnetic and forming large polarons,
see Sect. 6.3.2) co-exist with localized in-gap states (eg derived, more correlated,
magnetic and forming small polarons).

Oxygen (ox-) deficient LAO/STO samples are usually grown at reduced O2

pressure about 10−5 mBar without the standard post-annealing procedure. Typical
ResPES response of these samples is shown in Fig. 6.15. Whereas the XAS spec-
trum (a) is hardly distinguishable from the annealed samples, Fig. 6.5, the ResPES
intensity (b) immediately reveals the VO derived in-gap states around EB � 1.2 eV.
The eg character of these states manifests itself in advance of their resonant hv com-
pared to the t2g-derived 2DES. Interestingly, the in-gap peak slightly displaces in EB

as a function of excitation energy. This effect can trace back either to a multiplet
structure of the in-gap states caused by electron correlations, or to different atomic
configurations of the VOs.

Prototypic of the TMO interfaces are their bare surfaces. VUV-ARPES experi-
ments onTiO2, STOandBaTiO3 surfaces are reviewed inChap. 4.Oxygen deficiency
and thus conductivity of these surfaces can be achieved by their exposure to photons
with energy larger than ~38 eV. In this case the formation of VOs involves excitation
of Ti 3p core holes which are filled via an interatomic Auger process by electrons
from the neighboring O 2p orbitals [184, 185]. An alternative method to create VOs
is deposition of a thin layer of Al [186] or other metals such as Ti, Nb, Pt, Eu and
Sr [187]. The delocalized dyz states at the ox-deficient STO interfaces and surfaces
can extend to 200 Å and more into the STO bulk [74] that makes these states nearly
three-dimensional [188]. Well controlled manipulation by VOs to fine tune the elec-
tronic and magnetic properties of TMO heterostructures may assist engineering of
future oxide electronic devices.
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Fig. 6.15 ResPES of
ox-deficient LAO/STO: a
XAS spectrum; bMap of
angle-integrated ResPES
intensity. The in-gap states
resonating around
EB � 1.2 eV are
characteristic of the VOs. A
and B mark the VOs and
2DES resonance regions,
respectively, used in
Fig. 6.17 for the phase
separation analysis

min

max

(a)

(b)

6.4.2 Tuning the Polaronic Effects

The polaronic reduction of μ2DES fundamentally limits the application potential of
the STO-based heterostructures. This limit can possibly be circumvented through
manipulation of VOs. As we have seen above, in general each VO releases from the
neighbour Ti ion two electrons. One of them stays in the impurity state, and another
injects into the mobile 2DES to increases the electron screening and thus reduce the
EPI strength [86].

The effect of theVOs is illustrated by results of SX-ARPESmeasurements on oxy-
gen deficient LAO/STO samples, Fig. 6.17, where increase of the VO concentration
gradually reduces the polaronic weight. This trend is consistent with VUV-ARPES
studies at bare Ti(100) and STO(100) surfaces [139, 162] where ns was varied in a
wide range by exposure to VUV photons creating VOs. The EPI changed in these
experiments from very strong, resulting in overwhelming polaronicweight compared
to the QP peak, to very weak, surviving in a kink structure of electron dispersions
in vicinity of EF. We note, on the other hand, that the VOs can in principle assist the
EPI due to charge trapping on the associated shallow defects [122, 142] as well as
increase the defect scattering rate [189], both effects counteracting the above increase
of μ2DES.

The effect of the VOs is actually beyond the simple doping picture restricted to
changing of the band filling within the rigid band shift model. In particular, the VOs
increase the spatial extension of the dxz/yz bands into the STO bulk from ~50 Å for
oxygen-annealed samples to ~150 Å and more [71, 72, 75] resulting in predomi-
nantly bulk conductivity and loss of the 2D nature of the LAO/STO interface system.
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Furthermore, the manipulation of the VOs is complicated by diffusion processes
which are hard to precisely control. An interesting example of “defect engineer-
ing” is however the y-Al2O3/STO interface [190] where not only ns increases but
also low-temperature μ2DES boosts by almost two orders of magnitute compared to
LAO/STO. First-principles calculations suggest that in this case the VOs diffuse out
of the STO bulk and accumulate at the interfacial monolayer, reducing thereby their
concentration and associated defect scattering in the deeper STO layers [191]. Further
experiments on ox-deficient LAO/STO interfaces will bring better understanding of
the role of VOs and ways to optimize μ2DES.

6.4.3 Interfacial Ferromagnetism

Ferromagnetism (FM) of TMO interfaces built up from non-magnetic constituents
is one their most interesting functionalities (see, for example, [65, 192]. The origin
of this phenomenon is still elusive even for the paradigm LAO/STO interface [193].
In one of the theories, so-called Hund’s rule induced FM [64, 194], alignment of
the motion of the dxy electron spins is mediated by motion of the dxz/yz electrons. In
this case the dxy spins may rotate from site to site, giving thus rise to an exotic spin
spiral state. An alternative scenario [79, 170, 175, 176] suggests that the interfacial
FM is not an intrinsic property of 2DES and links it to the VOs that spin split the
2DES energy levels. The decisive role of the VOs is consistent with the fact that the
interfacial FM quenches with annealing in oxygen.

Hints on the origin of FM at the LAO/STO were recently obtained from VUV
spin-resolved ARPES (SARPES) experiments on bare STO surface Santander-Syro
et al. 194]. They suggested that two dxy bands possessed a Rashba-like spin split-
ting characterized by their opposite spin orientation, Fig. 6.16a, and helical winding
around the corresponding FS sheets (b). This spin texture was interpreted as a giant
Rashba splitting of ~100 meV enhanced by the antiferrodistortive corrugation of the
bare STO(100) surface.as compared to the (field effect tunable) Rashba splitting of
a few meV observed by magnetotransport for the LAO/STO interface [68, 195]. The
most striking result of this study, a giant spin splitting of ~90 meV in the other-
wise time-inversion protected �–point, was interpreted as an evidence of a FM order
induced presumably by the VOs. Subsequent theoretical analysis based on DFT slab
calculations [183, 196] suggested a modified scenario: The Rashba-like spin split-
ting of the dxy bands stays within a few meV consistent with the magnetotransport
results, but magnetic moments of Ti ions spin split these bands with an energy differ-
ence of ∼ 100 meV at the � point consistent with the VUV-ARPES findings. While
the magnetism tends to suppress the relativistic Rashba interaction effects, their sig-
natures survive in complex spin textures of the 2DES. The giant spin splitting at
the STO(100) surface was however not confirmed by another VUV-SARPES study
by McKeown Walker et al. [197]. The conflicting results of the two studies can be
reconciled based on a theoretical finding [177, 198] that while single–VO configura-
tions possess randomly oriented spins, multiple-VO configurations can build up the
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dxy1
dxy2
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Fig. 6.16 VUV-SARPES of bare STO(100) surface: a Two dxy bands (bottom) and their spin
polarization (top); b Schematic spin texture. The Zeeman-like splitting of the dxy bands in the
G-point suggests a FM order connected with VOs. Adapted from Santander-Syro et al. [194]

FM order. The PLD grown samples used by Santander-Syro et al. [194] could have
larger concentration of VOs (consistent with larger spectral broadening) compared
to the cleaved samples used by McKeown Walker et al. [197] and thus could embed
a larger fraction of the FM multi-VO configurations. Spin-resolved ARPES will in
near future be advanced to understand nature of the LAO/STO interfacial FM using
ResPES measurements with multichannel spin detector iMott [199] as discussed in
Sect. 6.5.

6.4.4 Phase Separation

An inherent feature of many TMOs and their interfaces is electronic phase separation
(EPS) as spontaneous formation of micro- to nano-scale regions possessing different
electronic andmagnetic properties. This phenomenon plays crucial role, for example,
in colossal magnetoresistance of manganites and stripe order in cuprates (for entries
see Dagotto [200] and Shenoy et al. [201]). For the LAO/STO interface, evidence of
this phenomenon has been observed by tunneling experiments [202, 203], scanning
tunneling microscopy/spectroscopy [76, 171], atomic force microscopy [204], mag-
netoresistance and anomalous Hall effect [205], etc. The EPS has also been identified
in a percolative character of the metal-to-superconductor transition with a signifi-
cant fraction of 2DES resisting superconductivity down to the lowest temperature
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[202, 206, 207]. On the magnetic side, FM puddles embedded in metallic phase have
been observed by magnetotransport experiments [208] explaining the intriguing co-
existence of the interfacial ferromagnetism and superconductivity. Finally, the EPS
explains why ns observed in transport at the LAO/STO interface always falls short
of predictions of the mean-field theories. First ARPES study of the EPS has been
performed byDudy et al. [209] on bare STO(100) and (111) surfaces as prototypes of
the LAO/STO interface accessible with VUV photons. They have found co-existence
of metallic and insulating phases, and suggested that this inhomogeneity was driven
by clustering of VOs created under VUV irradiation.

Ox-deficient LAO/STO samples offer a convenient platform for studies of EPS in
them with ARPES. For this purpose ox-deficient samples are cooled down to room
temperature after the growth to stabilize to VOs, and then ex situ post-annealed in
oxygen at ~500 °C. The post-annealing quenches the VOs, but they gradually recover
under X-ray irradiation. This puzzling behavior of the post-annealed LAO/STO sam-
ples, contrasting them the standard in situ annealed samples immune to X-rays, is
illustrated in Fig. 6.17 that shows angle-integrated ResPES intensity near the Ti
L3-edge at two hv values enhancing the VO (a) and 2DES (b) intensity (marked in
Fig. 6.15) which depends on X-ray irradiation time (Strocov et al., unpublished).
Scaling up of both VO and 2DES peaks with irradiation reflects the formation of
VOs injecting mobile electrons into the 2DES The total number of mobile electrons
in the system, reflected by the 2DES peak, progressively increases with irradiation.
On the other hand, Fig. 6.17b shows the corresponding irradiation dependence of
k-resolved spectral intensity at EF whose maxima identify kF. Surprisingly, for both
dxy and dyz band the kF values remain constant, identifying constant Luttinger count
of the corresponding FS sheets and thus constant ns in the system [this result does not
change if kF is determined by the gradient method [210]. The observed discrepancy
between the increasing total number of mobile electrons and constant ns identifies
EPS at the interface, where the fraction of the conductive interface areas increases
with irradiation while their local electronic structure stays constant (strictly speak-
ing, electronic structure might in this experiment evolve but rapidly saturate already
with small irradiation dose below the actual time sampling). Extrapolation of these
spectroscopic results to the standard LAO/STO samples suggests significant EPS in
them as well, in agreement with the above macroscopic evidences. Moreover, the
conductive fraction in the standard samples is smaller compared to the ox-deficient
ones: the corresponding ResPES data in Fig. 6.5a shows smaller 2DES to Ti 2p signal
ratio compared to the ox-deficient samples, Fig. 6.15b.

Physics of EPS at the LAO/STO interface is a cooperative interplay of the elec-
tronic and VO systems that is far from complete understanding. On the electronic
side, recent theoretical analysis [211] suggested that the lateral confinement allows
2DES to avoid a thermodynamically unstable state with negative compressibility.
This effect is particularly strong in the nearly ferroelectric STO due to its huge
dielectric constant εSTO screening the electron repulsion and thus allowing accumu-
lation of large electron densities. Another electronic scenario invoked formation of a
Jahn-Teller polaronic phase [212]. The electronic EPS can be tuned by external elec-
tric field [211]. On the VO side of the EPS, coming into play in ox-deficient samples,
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Fig. 6.17 EPS in post-annealedLAO/STOevidenced underX-ray irradiation:a,bAngle-integrated
ResPES intensity for hv � 464.6 eV (a) and 466.2 eV (b) enhancing the VO and 2DES intensity,
respectively (A and B in Fig. 6.15); c Saturated E(k) image (bottom) and k-resolved intensity at EF
(top). The increasing total number of mobile electrons expressed by the 2DES peak (b) juxtaposed
with constant ns expressed by the kF values (c) identify the EPS (Strocov et al. unpublished)

theoretical analysis of interplay between the t2g states of the 2DES with the orbitally
reconstructed eg states derived from the VOs [176] suggested a complicated phase
diagramm with regions of phase-separated magnetic states. Furthermore, the VOs
themselves have a tendency to form clusters, which will then accumulate the 2DES
[175, 213]. Rationalizing of this intricate and diverse physics of the EPS requires
further theoretical and experimental effort combining various area sensitive and local
probe spectroscopies.

6.5 Prospects

SX-ARPES is a method of choice to explore a wealth of intriguing physics in the
extremely reach functionality of TMO interfaces. Below we briefly sketch routes to
apply SX-ARPES for investigation of the interfacial magnetism and field effect.

Interfacial spin structure. Ferromagnetism (FM) of TMO interfaces built up from
non-magnetic constituents is one their most interesting functionalities. Understand-
ing of this phenomenon will open new avenues for oxide spintronics such as ferro-
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magnetic Josephson junctions (see, for example [214]) where both superconducting
and FM constituents use the same TMO materials platform. Switching elements
realized on such junctions promise power saving of up to 5 orders of magnitude
compared to the nowadays semiconductor-based electronics.

Exploration of the TMO interfacial magnetism requires spin-resolved ARPES
measurements (see Chap. 1) where the photoelectron spin is detected, in addition to
energy and momentum. Small photoexcitation cross-section of valence states in the
SX-ARPES energy range and attenuation of photoelectrons from the buried inter-
faces, on one side, combined with the immense intensity loss of at least 2 orders of
magnitude associated with the spin resolution, on another side, make spin-resolved
SX-ARPES experiments extremely difficult. We expect however that this challenge
will in near future be resolved with advent of the angle and energy multichannel spin
detectors such us the iMott [199] delivering an efficiency gain of a few orders of
magnitude.

Field effect. This is a cornerstone property of the LAO/STO interface allowing,
for example, fabrication of transistor heterostructures with enhanced functionalities
[69, 70, 215]. In-operando SX-ARPES investigations of this effect should use the
top-gate geometry, because bias applied from the back gate would hardly affects the
QW region next to the interface hosting the dxy states [211]. The latter is consistent
with very weak back gating effect observed in soft- and hard-X-ray PE depth pro-
filing [216]. The top-gate method suffers however from photoelectron attenuation
in the top electrode. Ideal for this purpose would be graphene with its monolayer
thickness. Recently, transfer of small (tens of μm) graphene flakes on LAO/STO
structures has been demonstrated [217]. A method of TOABr-assisted electrochem-
ical delamination [218] allows transfer of large (on the inch scale) graphene layers.

Complexity of the field effect at the LAO/STO interface goes much beyond the
simple band filling picture typical of the conventional semiconductor heterostruc-
tures. First, while population of the deep dxy bands will vary monotonously with
bias, the dxz/yz bands placed in only ~40 meV from EF can completely depopulate
at certain negative bias (Lifshitz transition). Given different character of the planar
and orthogonal d-orbitals, this transition will dramatically change the optical and
transport properties of the LAO/STO interface [77]. Furthermore, variation of the
LAO/STO interfacial ns changes the EPI and thus effective mass and mobility of the
charge carriers, resulting in non-linear dielectric response. Oxygen deficiency adds
another dimension to this complexity. In this case the bias causes electromigration of
the VOs [179, 180] again affecting the interfacial ns and EPI. Furthermore, the elec-
tromigration can affect multiple configurations of theVOswith concomitant effect on
their electron correlation and magnetic properties, see Sect. 6.4.3. We speculate that
the latter can potentially open ways to multiferroic functionality of the LAO/STO
interface, i.e. using electric field to manipulate its magnetic properties.

Further materials. The above application of high-resolution SX-ARPES to the
LAO/STO interface taken place at the SLS in 2013 [77] has been the first time
when k-resolved electron dispersions for a buried interface were determined. Hav-
ing demonstrated its spectroscopic potential, SX-ARPES is now expanding to a wide
range of interface and heterostructure systems actual for novel electronic and spin-
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tronic devices. We can mention, for example, QWs of STO embedded in LAO [219]
where electron confinement between the two interfaces will form electron spectrum
different from the sole LAO/STO interface and tunable by the STO thickness. Super-
structures of such QWs (Li et al., unpublished) will allow creation of the artificial
third dimension allowing fine tuning of physical properties of these systems. Another
fascinating system is the LaAlO3/EuTiO3/SrTiO3 heterostructure [220] where the
ferromagnetic EuTiO3 layer induces strong spin polarization of the embedded 2DES
tunable by gate voltage in field effect transistor geometry. This system will be an
obvious candidate for the spin-resolved SX-ARPES. Other interesting systems may
be heterostructures of strongly correlated materials like SrVO3 where tunable inter-
play between electron correlation and confinement effects can deliver conceptually
new electronic devices such as Mott transistors [221]. SX-ARPES investigations of
multiferroic interfaces are reviewed inChap. 10. For further scientific and technolog-
ical cases awaiting applications of (spin-resolved) SX-ARPES the reader is referred
to a roadmap of novel oxide electronic materials compiled by [222].

6.6 Conclusions

This chapter has reviewed a number of diverse but interconnected scientific fields
ranging from spectroscopic abilities of SX-ARPES to basics of polaron physics and
to electronic structure of oxide interfaces. Crucial spectroscopic advantages of SX-
ARPES for buried interfaces are its enhanced probing depth and chemical specificity
achieved with resonant photoexcitation. We have demonstrated that its application to
oxide interfaces delivers direct information on the most fundamental aspects of their
electronic structure—momentum-resolved spectral function, band structure, Fermi
surface. Focusing on the 2DES formed at the paradigm LAO/STO interface, we have
demonstrated determination of its t2g derived multi-orbital band structure and Fermi
surface directly connected to the transport properties.

EPI is one of the key players in complex physics of oxides. At the LAO/STO
interface, strong electron coupling to the hard LO3 breathing phonon mode forms
Holstein-type large polarons. They manifesting themselves as pronounced peak-dip-
hump structure of the experimental A(ω,k) where the quasiparticle peak is followed
by broad phonon hump.The polaron formation fundamentally reducesmobility of the
interface charge carriers. Furthermore, electron coupling to the soft TO1 polar mode
results in dramatic reduction of mobility with temperature. Electron correlations in
the interfacial 2DES are weaker compared to the EPI.

Oxygen deficiency adds another degree of freedom to the oxide systems. At the
LAO/STO interface, the VOs form a dual electron system where delocalized 2DES
quasiparticles (t2g derived, weakly correlated and non-magnetic) co-exist with local-
ized in-gap states (eg derived, strongly correlated and magnetic). Manipulation by
VOs allows therefore tuning of the polaronic coupling and thusmobility of the charge
carriers through the 2DES density as well as tuning of the interfacial ferromagnetism
critically depending on various atomic configurations of the VOs.
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Although SX-ARPES has already produced an impressive amount of fundamental
knowledge about the oxide interfaces, this new spectroscopic technique is still in its
adolescence period. Ahead are applications to a wide range of interfaces and com-
plex heterostructures, spin-resolved SX-ARPES disclosing spin texture of interfaces,
in-operando field effect experiments paving the way towards device applications uti-
lizing the reach physics of oxide interfaces.
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Dendzik, F. Pizzocchero, B. Jørgensen, P. Bøggild, L. Hornekær, P. Hofmann, S.U. Pedersen,
K. Daasbjerg, Phys. D: Appl. Phys. 48, 115306 (2015)

219. D. Li, S. Gariglio, C. Cancellieri, A. Fête, D. Stornaiuolo, J.-M. Triscone, Appl. Phys. Lett.
Mater. 2, 012102 (2014)

220. D. Stornaiuolo, C. Cantoni, G. M. De Luca, R. Di Capua, E. Di. Gennaro, G. Ghiringhelli, B.
Jouault, D.Marrè, D.Massarotti, F.Miletto Granozio, I. Pallecchi, C. Piamonteze, S. Rusponi,
F. Tafuri and M. Salluzzo, Nat. Mater. 15, 278 (2016)

fadley@physics.ucdavis.edu

https://arxiv.org/abs/1403.5594


6 Electrons and Polarons at Oxide Interfaces … 151

221. Z. Zhong,M.Wallerberger, J.M. Tomczak, C. Taranto, N. Parragh, A. Toschi, G. Sangiovanni,
K. Held, Phys. Rev. Lett. 114, 246401 (2015)

222. M.Lorenz,M.S.RamachandraRao,T.Venkatesan,E. Fortunato, P.Barquinha,R.Branquinho,
D. Salgueiro, R. Martins, E. Carlos, A. Liu, F. K. Shan, M. Grundmann, H. Boschker, J.
Mukherjee, M. Priyadarshini, N. Das Gupta, D. J. Rogers, F.H. Teherani, E.V. Sandana, P.
Bove, K. Rietwyk, A. Zaban, A. Veziridis, A. Weidenkaff, M. Muralidhar, M. Murakami, S.
Abel, J. Fompeyrine, J. Zuniga-Perez, R. Ramesh, N.A. Spaldin, S. Ostanin, V. Borisov, I.
Mertig, V. Lazenka, G. Srinivasan, W. Prellier, M. Uchida, M. Kawasaki, R. Pentcheva, P.
Gegenwart, F. Miletto Granozio, J. Fontcuberta, N. Pryds, J. Phys. D: Appl. Phys. 49, 433001
(2016)

223. K.M. Shen, F. Ronning, D.H. Lu, W.S. Lee, N.J.C. Ingle, W. Meevasana, F. Baumberger, A.
Damascelli, N.P. Armitage, L.L. Miller, Y. Kohsaka, M. Azuma, M. Takano, H. Takagi, Z.-X.
Shen, Phys. Rev. Lett. 93, 267002 (2004)

fadley@physics.ucdavis.edu



Chapter 7
Standing-Wave and Resonant Soft- and
Hard-X-ray Photoelectron Spectroscopy
of Oxide Interfaces

Slavomír Nemšák, Alexander X. Gray and Charles S. Fadley

Abstract We discuss several new directions in photoemission that permit more
quantitatively studying buried interfaces: going to higher energies in the multi-keV
regime; using standing-wave excitation, created by reflection from either amultilayer
heterostructure or atomic planes; tuning the photon energy to specific points near
absorption resonances; and making use of near-total-reflection geometries. Applica-
tions to a variety of oxide and spintronic systems are discussed.

7.1 Basic Principles of Resonant Standing-Wave Soft- and
Hard-X-ray Photoemission (SXPS, HXPS) and
Angle-Resolved Photoemission (ARPES)

7.1.1 Standing-Wave Photoemission and Resonant Effects

In the Chaps. 5 and 6 the historical background, virtues and challenges of going
upward from the typical limit in valence-band studies of ~150 eV into the soft X-ray
(from a few hundred to ~2 keV) and hard (tender) X-ray regimes (~2–10 keV)
in photoemission, including both core-level and valence-band angle-resolved
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photoemission (ARPES) measurements, have been discussed in detail, and we refer
the reader to them, as well as to a prior overview article on ARPES by one of us
[1], for background. There is also a recent book edited by Woicik that explores
various aspect of hard X-ray photoemission [2]. We will use SXPS and HXPS (aka
HAXPES) for these different energy regions.

In this chapter, we will add to these techniques the use of standing-wave (SW)
excitation, resonant excitation to tune theSWproperties, and the use of total reflection
at buried interfaces to provide greatly enhanced resolution of buried interfaces, aswell
as bulk electronic structure. The SW method and its history is extensively discussed
in various chapters in the book by Zegenhagen and Kazimirov [3].

SWs can be created by reflection from a synthetic multilayer, from atomic planes
in single crystals or epitaxial overlayers, or in total reflection from buried interfaces.
As photon energy is increased in thesemeasurements, deeper interfaces or more truly
bulk electronic structure can be studied. Prior reviews of these developments using
multilayer reflection from our group provide additional background [4–7], including
a detailed discussion of the X-ray optical theoretical modeling that is necessary to
interpret experimental data [8].

Figure 7.1 illustrates the basic idea of SW photoemission. Strong Bragg reflection
from either a multilayer heterostructure or atomic planes creates a standing wave
inside of and above the sample. If the bilayer repeat spacing in a multilayer is dML,
it is simple to show that, for first-order Bragg reflection, the standing wave period
in |E2| ≡ λSW = dML. The relevant Bragg equation is nλx = 2dMLsinθ inc, where λx

is the wavelength of the incident X-rays, n is the order of the reflection, and θ inc is
the angle of incidence relative to the multilayer. The same is true in Bragg reflection
from atomic planes with spacing dhk�, where λSW � dhk�, with the corresponding
Bragg equation nλx � 2dhk�sinθinc. The nodes and antinodes of the SW can be
moved through the sample in two ways, as indicated: by changing the photon energy
hν through the Bragg reflection, or by scanning the incidence angle θ inc over the
Bragg reflection through a rocking curve (RC).

Another possibility is to tune into the Bragg reflection and scan the X-ray spot
over a wedge profile sample grown on top of the mirror, which has been referred to
as the SWEDGE method [9]. The first two methods permit scanning the standing
wave scan over half of the SW period; the wedge scan can allow for multiple periods.
From the basic SW formulas in Fig. 7.1, in which R is the reflectivity, ϕ is the phase
shift between incident and reflected waves, z is the relative “coherent” position of
a given atom under SW excitation and f the fraction of atoms that occupy a given
coherent position, we can see that the modulation of the SW field strength will be
proportional to ±2

√
R. Thus, for only a 1% reflectivity, one expects an overall 40%

modulation in SW strength, making such measurements overall easier to perform
than might at first sight be imagined.

An added interference effect often seen in such measurements is Kiessig (or
Fresnel) fringes, which are associated with the X-ray reflection from the top layer(s)
of amultilayer sample, and that from the bottom of it, where it meets the semi-infinite
substrate on which the multilayer was grown. If the total thickness of the multilayer
structure is DML then these interference peaks are described by mλx = 2DMLsinθ inc,

fadley@physics.ucdavis.edu
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Fig. 7.1 Schematic diagram showing a standing-wave with the period λSW generated by a super-
lattice at the X-ray incidence angle corresponding to the first-order Bragg condition. Scanning
the standing-wave along the direction perpendicular to the sample surface can be accomplished by
either rocking the incidence angle (rocking curve), scanning the photon energy, or via a wedge scan.
The equations describe the overall intensity for a given photon energy hν, reflectivity R, incidence
angle θ inc, phase shift on reflection of ϕ, position z of an atom of interest, and the fraction of atoms
in coherent positions supporting the Bragg reflection

with much smaller angular separation than the Bragg peaks. These will be evident
in some of the data discussed below, and are schematically illustrated in Fig. 7.2a.

Another possibility involving advanced SWmanipulation uses optical resonances,
which can enhance sample reflectivity significantly. In order to enhance reflectivity
and thus SW effects, a photon energy close to the La M5 resonance was used in
the study of the SrTiO3/La0.7Sr0.3MnO3 interface in a multilayer sample by Gray
et al. [10]. The photon energy in this case was selected to be just below the La M5

resonance, with a resultant three-fold increase in reflectivity from off-resonance, or
an ~

√
3 increase in the SW modulation, as illustrated in Fig. 7.2. Figure 7.2a shows

the sample configuration, with various quantities defined. In Fig. 7.2b is shown the
La M5 absorption spectrum, and in Fig. 7.2c the reflectivity in first-order Bragg
reflection for various photon energies over the resonance. The presence of Kiessig
fringes is also indicated in Fig. 7.2c.

A second possibility for tuning the SW is shown in Fig. 7.3. Figure 7.3a shows a
plot of the real and imaginary parts of the index of refraction (δ and β ∝ absorption,
respectively) of Gd over its analogous M5 resonance, and Fig. 7.3b and c the depth
distributions of the simulated standing-wave electric-field intensities |E2| as functions
of X-ray incidence angle for a similar SrTiO3/GdTiO3 multilayer [11]. By tuning the
photon energy from 1181 eV, which is just below the Gd M5 resonance peak, to
just above the peak at 1187 eV, the positions of the standing-wave antinodes (|E2|
maxima) at the Bragg condition move from a location near the top of the SrTiO3
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Fig. 7.2 a The sample and experimental configuration for a standing-wave XPS and ARPES
study of a La0.67Sr0.33MnO3/SrTiO3 (LSMO/STO) multilayer sample, with dimensions indicated,
together with expressions describing both first-order Bragg reflection and Kiessig fringes. b The
absorption coefficient, (expressed as β, the imaging part of the index of refraction), of this mul-
tilayer for photon energies scanning through the La 3d5/2 � La M5 absorption resonance. c The
reflectivity on scanning angle through the Bragg reflection as a function of photon energies going
over the resonance. From these data, 833.2 eV was chosen to maximize reflectivity and thus SW
modulation. Experimental data from the Advanced Light Source (ALS). (From [10])

layer (Fig. 7.3b) to the buried interface between SrTiO3 and GdTiO3 (Fig. 7.3c).
This effect was first pointed out in Bragg reflection from crystal planes [12], and has
been used by Nemšák et al. in a recent SW study of a two-dimensional electron gas
(2DEG) near the interface in this system [11], as discussed below.

Thus, reflectivity and the SW modulation amplitude, as well as the SW vertical
position, can be tuned by selecting photon energies at appropriate positions below
or above a strong absorption maximum, providing capabilities that we will illustrate
in example applications below.

7.1.2 Near-Total Reflection Measurements

Total reflection in SXPS at ~1 keV was first studied in detail by Henke [13], who
pointed out the decreased depth of X-ray penetration for low incidence angles, and
the existence of an enhanced peak in intensity just before total reflection. This was
pointed out as a technique for surface analysis by Mehta and Fadley [14] and later
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Fig. 7.3 X-ray optical simulations (see [8]) demonstrating a technique for shifting the phase of the
standing-wave inside a 20-period SrTiO3/GdTiO3 superlattice by tuning the incident X-ray photon
energy above and below and above the GdM5 absorption resonance, as shown in (a). aX-ray optical
constants (δ and β) obtained experimentally via XAS (β) and Kramers-Kronig formalism (δ). b, c
Electric field intensity of the standing wave inside the sample as a function of depth and incidence
angle for the two photon energies, below (1181 eV) and above (1187 eV) the Gd M5 resonance.
Note the vertical shift in the antinode position of the SW, from sensitivity to the STO surface at
1181 eV to sensitivity to the GTO/STO interface at 1187 eV. Kiessig fringes are also evident in
these calculations as the nearly vertical ripples in the field intensity

amplified for this purpose by Jach and co-workers [15] and by Kawai et al. [16],
including a recent comprehensive review [17]. Interference fringes in near-total-
reflection (NTR) from overlayers on thick substrates have also been pointed out
[17]; these in effect consist of standing waves of varying periods as θ inc is scanned
into total reflection. The use of such NTR effects to characterize the different depths
in multilayer structures has also been discussed, e.g. in [8]. We return below to
making use of NTR measurements to study charge accumulation at a buried oxide
interface [18].

7.1.3 ARPES in the Soft- and Hard-X-ray Regimes

As discussed in the chapter by Strocov, Cancellieri, andMishchenko, extending such
measurements into the soft and hard X-ray regimes requires considering both the
effects of phonon excitation during photoemission, which can smear the momentum
resolution in ARPES measurements, and lattice recoil, which can shift and smear
the energy resolution in any sort of spectrum.

The effects of phonon excitation in reducing the fraction of simply-interpretable
direct transitions (DTs) can be estimated from a photoemission Debye-Waller factor,

W (T ) ≈ exp [−g2hk�
〈
u2 (T )

〉
], (1)

fadley@physics.ucdavis.edu



158 S. Nemšák et al.

(a) (b)

Fig. 7.4 Calculated Debye-Waller factors for different atomic mass and temperatures. a Contours
for a photoemission Debye-Waller factor W(T) of 0.5 at a typical LHe cryocooling temperature of
20 K, and b the recoil energy for all atomic masses as a function of photon energy. Values for W
and GaAs studied with hard X-rays [22] are highlighted. (From [19])

with ghk� themagnitude of the reciprocal lattice vector involved in a given direct tran-
sition (DT) and u2 (T ) the one-dimensional mean-squared vibrational displacement
at temperature T.

As an illustration of how important these effects might be, Fig. 7.4a shows a
plot of the photon energy for which 50% of the transitions remain direct at 20 K
(a reasonable criterion for being able to carry out ARPES), as a function of the
two relevant parameters of Debye temperature and atomic mass, with points for
various elements indicated [19]. These are calculated using the Debye model. This
plot can be used to estimate the feasibility of a given ARPES experiment as energy
is increased, although prior experiments make it clear that such simple estimates can
be on the conservative side. One likely reason for this is that the Debye model does
not include correlation of vibrations for near-neighbor atoms, that is, that nearest and
next-nearest neighbor atoms will vibrate less than atoms further away, being more
rigid in their motion with respect to a given atom [20]. A more accurate method of
modeling such phonon effects has been developed by Braun et al. [21]; this makes
use of the coherent potential approximation (CPA) to model the effects of atomic
displacements, and is the first quantitative modeling of the temperature dependence
of soft- and hard-X-ray ARPES.

Recoil can also be estimated by assuming a single-atom of mass M recoils in the
lattice, again a conservative estimate, which yields the energy shift as

Erecoil ≈ hν

2M
≈ 5.5 × 10−4

[
Ekin (eV )

M(amu )

]
. (2)

Figure 7.4b shows a family of curves of recoil energy, as a function of photon
energy and mass, again permitting an estimate of the shifting and smearing expected
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for a given system. Of course, such recoil effects are most significant for lighter
elements, but they also depend crucially on the Debye temperature, or more precisely
the rigidity of the vibrational potentials associated with a given atom. The Debye-
Waller factor in (1) can in fact be used to estimate the fraction of transitions that
occur with no recoil, in the same spirit as in the analysis of Mössbauer spectra. But
different local correlated vibrational environments for different atoms will no doubt
lead to deviations from the simple estimates of Fig. 7.4. For example, Fig. 7.4b
notes that the Debye temperature for in-plane vibrations in graphite, or equivalently
in graphene, is much higher than that perpendicular-to-plane. Thus, ARPES for
graphite/graphene connected with in-plane dispersions is expected to be possible at
much higher photon energies (ca. 2000 eV from the figure) and/or temperatures. The
two plots in Fig. 7.4 are highlighted for W and GaAs, the two materials for which it
was first demonstrated by Gray et al. [22] that ARPES could be performed at up to
6 keV and 3 keV, respectively.

Finally, we note that, in the limit of high photon energies and/or high temperatures
and/or a high angular integration in the electron spectrometer, VB spectra converge
to what can to a first approximation be considered as a matrix-element-weighted
density of states (MEWDOS) limit, or more simply, what has often been referred to
as the “XPS limit”.

7.2 Applications to Various Oxide Systems and Spintronics
Materials

7.2.1 Overview of Past Studies—Standing Waves from
Multilayer Reflection

Standing-wave spectroscopy from multilayer samples began with work by Bedzyk
et al. [23] using X-ray fluorescence detection, by Kortright et al. [24, 25] using
X-ray magnetic circular dichroism, and by our collaborators using photoemission
[26]. These studies have by now involved sample which have been grown as the
multilayer or on top of a suitable multilayer, with applications to a wide range of
materials systems, some of which we list below, before focusing on somemuchmore
recent studies that demonstrate the full potential of the technique:

• The Fe/Cr giant magnetoresistive interface: The interface depth profiles of con-
centration andmagnetic order were determined, the latter being via photoemission
magnetic circular dichroism (PMCD) measurements [9]. This study made use of
the standing-wave wedge (SWEDGE) method illustrated in Fig. 7.1.

• ACoFeB/CoFe/Al2O3 magnetic tunnel junction: The depth-dependent variation
of the buried-layer density of states was determined, and related to tunneling
properties [27].
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• Co microdots on a silicon substrate: The use of scanned-photon-energy SW
excitation to add depth resolution in photoelectron microscopy was demonstrated
[28].

• The Fe/MgO magnetic tunnel junction system: The variations of atomic con-
centrations, densities of state, and Fe magnetization through the interface were
determined, again using PMCD and the SWEDGE method [29].

• The Ta/CoFeB/MgOmagnetic tunnel junction system: The diffusion of B with
annealing of a Ta/CoFeB/MgO magnetic tunnel junction was determined with
standing-wave hard X-ray photoemission [30].

7.2.2 Overview of Past Studies—Standing Waves from
Atomic-Plane Reflection

Standing-wave spectroscopy with Bragg reflection from atomic planes has a longer
history, with first measurements again involving X-ray fluorescence detection [31,
32], and photoemission detection coming some time later [33].

A significant additional development involving atomic-plane Bragg reflection, of
which we will make use below, is the combination of core-level rocking curve or
energy-scan measurements with analogous valence-band (VB) data to decompose
the VB data into element-specific components, as pioneered by Woicik et al. [34,
35]. This will be discussed in more detail below.

7.2.3 Multilayer Standing-Wave Soft- and Hard-X-ray
Photoemission and ARPES from the Interface Between
a Half-Metallic Ferromagnet and a Band Insulator:
La0.67Sr0.33MnO3/SrTiO3

In a combined soft X-ray/hard X-ray study using standing-wave excitation from
a multilayer of SrTiO3 (STO) and La0.7Sr0.3MnO3 (LSMO), Gray et al. [10, 36]
demonstrated the power of the SW approach for determining the depth profiles of
concentration, chemical state and valence-band electronic structure through buried
interfaces. Some of these results are summarized in Figs. 7.5, 7.6, 7.7 and 7.8.
Figure 7.2a shows the sample configuration, and Fig. 7.2b, c the method of tuning the
photon energy to maximize the SW strength. The photon energy 833.2 eV just below
the La M5 edge was chosen to maximize reflectivity and thus the SW modulation.
Figure 7.5a illustrates the excellent theoretical fit to core-level rocking-curve results at
833 eVand 5.96 keV for all of the elements in the sample, Fig. 7.5b the resulting depth
distribution of bilayer thickness, and Fig. 7.5c the depth distribution of concentration
and soft X-ray optical constants. Of particular note is that the bilayer thickness drifted
by ca. 6% over the 48-bilayer thickness, a finding confirmed later by TEM/EELS
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measurements. TEM/EELS also confirmed the findings in Fig. 7.5c, although it is not
sensitive to a change in the soft X-ray optical constants of LSMO near the interface
that are revealed by the SW photoemission analysis. Note also in Fig. 7.5b that the
rocking curves show features due to both the 1st-order Bragg reflection from the
multilayer and Kiessig interference oscillations due to X-ray reflection from the top
and bottom of the multilayer, with these being much stronger compared to the Bragg
peak with hard X-ray excitation at ~6 keV. A likely explanation for this is that the
higher-energy photons can more readily penetrate the full multilayer and reflect back
from the substrate interface. Beyond this, Bragg reflection has been enhanced in the
soft X-ray data by tuning the photon energy, as shown in Fig. 7.2b, and this may be
another cause of the higher relative intensity of the Kiessig fringes at higher energy,
where no resonance is involved.

Figure 7.6 further shows the detailed interface-sensitive SW core-level spec-
troscopy that is possible, with Mn 3p, but not Mn 3s, showing a small shift near
the interface. Figure 7.6a shows the variation in binding energy of Mn 3p, Ti 3p, and
Mn 3s as angle is scanned over the Bragg condition. Only Mn 3p shows a small, but
reproducible shift, as further seen in Fig. 7.6b, c. Figure 7.6d shows calculations of
the wave field as a function of angle, verifying that Mn 3p shifts to higher binding
energy by about 0.3 eV when the SW selectively probes the interface. These results
have been explained in terms of an Anderson Impurity Model as being due to a
Jahn-Teller distortion of the MnO6 octahedra near the interface that does not affect
Mn 3s or its well-known multiplet splitting (also shown in Fig. 7.6c).

Figure 7.7 illustrates another groundbreaking aspect of these studies by Gray
et al. [36] in which SW ARPES (SWARPES) measurements were made on the
same system at two different angles of incidence to selectively look into the “bulk”
of LSMO and at the LSMO/STO interface. Figure 7.7a shows the angle-integrated
ARPES spectra, which should represent a matrix-element weighted density of states,
with different regions labelled as to their origins: 1 strongly Mn eg, 2 strongly Mn
t2g, 3 and 4 strongly STO states (due to its being the top layer of the sample), and 5
probably the lowest bands in LSMO. Figure 7.7b–d are kx − ky SWARPES maps for
enhanced “bulk” LSMO sensitivity, enhanced interface sensitivity, and the difference
between the two, respectively. With the difference, one is able to selectively look at
how the k-resolved interface electronic structure differs from that further into the
LSMO. Particularly for region 5, but also for the LSMO Mn 3d regions 1 and 2,
there are significant differences that indicate these data represent the first time that
k-resolved changes in electronic structure near an interface have been measured.
Theoretical calculations shown elsewhere, including using the most accurate one-
step time-reversed LEED approach, are at least qualitatively in agreement with these
data [36].

The work discussed in this section thus indicates the high sensitivity of SW soft-
and hard-X-ray photoemission to the bonding configuration of atoms at interfaces,
to the detailed character of the multilayer, including the depth distributions of all
species and the index of refraction, and via SWARPES to the momentum-resolved
electronic structure at the interfaces.
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result shown in (b) and (c) have been quantitatively confirmed by standing transmission electron
microscopy with electron energy loss spectroscopy. Experimental data from the ALS and SPring-8.
(From [10, 36])
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Fig. 7.6 Standing-wave rocking-curve spectroscopy with an 833 eV excitation energy just
below the La M5 resonance to enhance reflectivity from the 48-bilayer multilayer of
SrTiO3/La0.7Sr0.3MnO3 shown in Fig. 7.2a. a The evolution of Mn 3s and 3p and Ti 3s core-level
binding energies and intensities through a rocking curve. b, c The change in binding energy and
multiplet splitting for Mn 3p andMn 3s. d The variation of the standing-wave field strength through
the same angle range as (a). It is concluded that Mn 3p only shows a shift near the LSMO/STO
interface. Experimental data from the ALS. (From [10])

7.2.4 Multilayer Standing-Wave Soft X-ray Photoemission
and ARPES Study of the Two-Dimensional Electron
Gas at the Interface Between a Mott Insulator and a
Band Insulator: GdTiO3/SrTiO3

As another example illustrating the power of the standing-wave technique, we show
the results of a soft X-ray SW-XPS and SW-ARPES study of the SrTiO3/GdTiO3

(STO/GTO) superlattice in Fig. 7.8. This complex oxide system has received much
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Fig. 7.7 Depth-resolved standing-wave ARPES (SWARPES) measurements from the LSMO/STO
superlattice shown in Fig. 7.2a, again at 833 eV photon energy. a An angle-integrated valence band
spectrum; the distinctive spectral features are labeled 1–5, with their origins and approximate
atomic-orbital characters indicated. b SWARPES scans divided into these five energy windows in
a SW geometry enhancing bulk-LSMO signal. Shown are XPD-normalized angle-resolved (kx, ky)
photoemission intensity maps of the Mn 3d eg (1), Mn 3d t2g (2) derived states, the largely STO-
derived states (3 and 4), and the valence-band bottom LSMO states (5). c As (b), but for the SW
geometry enhancing signal from the LSMO/STO-interface. d Difference (kx, ky) maps calculated
by subtracting maps in (c) from maps shown in (b). The most significant differences are from the
Mn 3d eg and t2g bands near Fermi level and from the bottom of the valence band (feature 5). The
color bars on the right indicate the relative amplitudes of the effects. (From [36])

attention because of the recent observation of a two-dimensional electron gas (2DEG)
at the STO/GTO interface by Stemmer et al. [37]. In this particular study, Nemšák
et al. addressed the question of whether the 2DEG can be detected using soft X-ray
ARPES, and whether its depth distribution can be directly measured using SW exci-
tation. The sketch of the multilayer sample used for the study is shown in Fig. 7.8a.
As depicted, the incident angle of the light was varied, which leads to a change in the
SW position. In order to enhance the signal of the Ti 3d components in the valence
spectra, the ARPES data shown in Fig. 7.8b were measured at a Ti 2p-3d resonant
energy of ~465 eV. Two distinctive features near the Fermi level are identified—a
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Fig. 7.8 Experimental and theoretical results from a combined standing-wave and resonant pho-
toemission study of a SrTiO3/GdTiO3 multilayer. a The sample configuration. b Normal-emission
Ti L2-resonant ARPES at 465 eV over the 2DEG and LHB features near the Fermi level, as binned
in five separate regions A to E. d Experimental (right panel) and simulated (left panel) Gd M5 reso-
nant standing-wave photoemission at 1187 eV, emphasizing the interface (cf. Fig. 7.3c), including
rocking curves for O 1s, C 1s (surface impurity), Sr 3d, Gd 4f, and valence-level intensity for
the 2DEG and the LHB, as derived by peak fitting spectra such as those in Fig. 7.8b. Simulations
are shown for the 2DEG for its being distributed throughout the STO layer (turquoise), and for it
occupying only one unit cell near the interface (blue). e Binding energy-kx SW-ARPES image at
an interface sensitive Gd M5-resonant energy of 1187 eV, compared to theoretical calculations for
the multilayer using hybrid functionals. Experimental data from ALS and the Swiss Light Source
(SLS). (From [11])

sharp peak in the immediate proximity of the EF and another broader one at ca.
0.7 eV binding energy. The sharp feature near the Fermi level exhibits a dispersion
in kx − ky that is characteristic of a 2DEG. The broader feature can tentatively be
identified as the lower Hubbard band (LHB) expected in GTO. The panels A through
E here represent different energy intervals over which theARPES imageswere taken.
Both features have a strong Ti 3d character, as revealed by the resonant photoemis-
sion. Also, since all of the panels A–E show very similar dispersion patterns, there
is a strong mixing in the character of these two states, which is confirmed by LDA
calculations [11].

fadley@physics.ucdavis.edu



166 S. Nemšák et al.

The question remains, however, as to whether the 2DEG is actually localized at
the buried interface, or whether it originates at the surface of the sample, specifically
in the top STO layer, as has been observed in previous studies via low-energy
VUV-ARPES [38, 39]. This question can be easily answered by recording two
sets of rocking curves, with incident X-ray energies of 1181 and 1187 eV just
below and just above the Gd M5 absorption threshold. X-ray optical simulations
of the standing-wave electric-field intensities within the sample shown in Fig. 7.3
suggest that at the incident photon energy of 1187 eV the standing-wave antinode
is positioned at the buried interface between STO and GTO. Figure 7.8c shows
the experimental and best-fit calculated rocking curves recorded at this energy.
Comparison between the experimental and simulated rocking curves reveals that the
2DEG states are localized near the buried STO/GTO interface, and that the 2DEG
extends through the entire STO layer. For example, the phase (angular position) of
the rocking curve associated with the 2DEG is completely different from those of C
1s (originating from the surface contamination on top of the STO layer) and that of
Gd 4f from the bulk of the GTO layer. It is, however, essentially identical to the Sr
3d RC. We can therefore conclude that the 2DEG is localized in STO near the buried
interfacewithGTO, and that it is not a surface-specific 2DEG, as previously observed
with ARPES [38, 39]. Further comparing the experimental RC in Fig. 7.8c-right
panel with theoretical RCs for the 2DEG assuming it exists throughout the full STO
layer and one assuming it exists within only the first unit cell above the interface
(Fig. 7.8c-left panel) confirms that the 2DEG essentially extends through the entire
STO layer, consistent with prior resonant tunneling measurements [37]. The RC
of the peak that we tentatively assigned to the GTO lower Hubbard band is very
similar to that Gd 4f RC, thus confirming this assignment. Additional experimental
and theoretical RC results of this type at 1181 eV confirm these conclusions [11].

Finally, Fig. 7.8d compares a binding energy-kx resonant ARPES plot with the-
oretical calculations based on hybrid functionals [11], and there is good agreement
as to the general features. Theory also confirms our assignment of the LHB and the
2DEG.

In overviewof this study, a combination of resonant effectswas employed to obtain
detailed information on the 2DEG in the GTO/STOmultilayer system. Enhancement
of the signal from the valence electron contribution of a given atom was achieved
via standard resonant photoemission. In another part of the experiment, tuning to
resonant photon energies was used to enhance the X-ray reflectivity, which also
enhances the SW effects. Last, but not least, the photon energy was tuned below
and above the absorption edge to move the position of SW more dramatically. It
should be possible to apply an analogous set of experiments can be to a multitude
of other oxide multi-layer systems to obtain otherwise inaccessible information on
depth distributions of species.
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7.2.5 Multilayer Standing-Wave Photoemission
Determination of the Depth Distributions at a
Liquid/Solid Interface: Aqueous NaOH and CsOH on
Fe2O3

Very recently, it has been demonstrated that standing-wave excited photoemission
can be used for direct Ångstrom-level depth-resolved studies of the buried interface
between solids and gases and/or solids and liquids [40]. Such interfaces are of critical
importance in numerous areas of energy-related and environmental research, since
they host a wide variety of surface and catalytic reactions, as well as electrochemical
processes. An archetypal example of such a system is the electrochemical double-
layer, which, despite of over 100 years of studies, is still not completely understood
[41, 42].

The first such standing-wave ambient pressure photoemission (SWAPPS) study
has provided depth-dependent insight on the reaction between water, NaOH and
CsOH at the surface of a thin Fe2O3 film. The film was grown on a Si/Mo multilayer
mirror, acting as a standing-wave generator, and the measurements were carried out
at a pressure and temperature which facilitate a “wet” surface with a thin “liquid-
like” film on top [40]. Figure 7.9a shows the sample configuration, with excitation at
910 eV, and a solution of NaOH and CsOH that was prepared by drop casting onto
Fe2O3 in air and then inserting into a “humid” vacuum environment. Analysis of the
relative core-level peak intensities using the SESSA XPS simulation program [43]
reveals that for the temperature of 2.5 °C and the in situ pressure of 400 mTorr we
have used, the thickness of the adsorbed surface water layer is approximately 10Å. A
typical spectrum for the O 1s core level is shown in Fig. 7.9b. Four distinct chemical
components, including the one originating from water in the gas phase above the
surface, canbe clearly resolved.What is evenmore remarkable, is that all four features
exhibit unique RC shapes, which are clearly modulated differently as the standing
wave scans through the sample and the surface. Figure 7.9d furthermore compares
the RCs for Cs 4d and Na 2p core-level intensities, which exhibit a clear shift of 0.04°
evident in the steeply sloping parts of the two spectra near the Bragg condition, and
also a different shape both below and above the Bragg peak, with higher intensities
for the Cs 4d rocking curve. These differences immediately indicate that the two
ions have a different depth distribution. Fully analyzing the rocking curves from all
of the resolvable chemical species using a specially-written program [8] leads to the
excellent fits of theory to experiment shown in Fig. 7.9e and the depth distributions
shown in Fig. 7.9f.

A subsequent SWAPPS study has made use of hard X-ray excitation to look
through a thin film of electrolyte from an operating electrochemical cell in which Ni
was being oxidized in a KOH solution [44], using what has been termed variously
the “meniscus” or “dip-and-pull” or “dipstick” method [45]. In this approach, an
active electrode is pulled from a working cell, leaving a thin layer of electrolyte on
the surface that is in equilibrium with that in the cell, thus permitting photoemission
and SWAPPS measurement in operando.
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Fig. 7.9 Standing-wave ambient pressure photoemission (SWAPPS) measurements of a Fe2O3
film grown on a Si/Mo multilayer mirror. Water solution of CsOH, NaOH was drop-casted in
air and later rehydrated in the UHV chamber by a water vapor at 400 mTorr and 2.5 °C. a The
sample configuration including the SW profile, which is moved through the surface by scanning
the incidence angle (cf. Fig. 7.1). b Four distinct oxygen species identified in the O 1s spectrum. c
The variation of the O 1s intensities for the four components resolved in the panel (b) as a function
of incident angle. Distinctive differences in rocking curve shapes are visible for a different species.
d A comparison of the rocking curves of Cs and Na, indicating a shift in their phase of ~0.04°
between them. d Comparison of experimental and calculated rocking curves for all elements and
chemically-resolved peaks, for the final sample structure, as shown in (f). Experimental data are
from ALS. (From [40])
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The two studies discussed in this section show the potential of SWAPPSmeasure-
ments, particularly with hard X-ray excitation, which is then able to probe thicker
electrolyte layers and/or to penetrate thin-filmwindows enclosing the cell. The higher
kinetic energies of the measured photoelectrons lead to an increased information
depth of the measurements, so the standing wave modulation is then needed to main-
tain the interface sensitivity. Both soft and hard X-ray SWAPPS are new power-
ful tools for liquid/solid interface studies of elemental/chemical and electrical field
gradients, which can be examined with an unprecedented detail. A broad range of
SWAPPS applications lie in the energy, catalysis and environmental research fields.

7.2.6 Near-Total Reflection Measurement of the Charge
Accumulation at the Interface Between a Ferroelectric
and a Doped Mott Insulator: BiFeO3/(Ca1−XCex)MnO3

We have already mentioned that carrying out measurements in the total reflection
regime can be used very effectively for enhancing surface sensitivity, as well as
reducing inelastic backgrounds in photoemission, as shown in several prior studies
[13–17]. In this case, additionalX-ray optical effects, such as interferences associated
with reflection from a buried interface, can also provide useful structural information
about the sample in the total reflection regime. Utilization of this method is partic-
ularly advantageous because it does not require growth of multilayer samples, and
can, in principle, be applied to any heterostructure or trilayer.

We illustrate the NTR approach in Fig. 7.10 with some HXPS experimental data
and X-ray optical simulations for a bilayer sample of ferroelectric BiFeO3 (BFO)
on top of a Ce-doped Mott insulator (Ca0.96Ce0.04)MnO3 (CCMO). The system has
drawn attention due to a Mott metal-insulator transition in the 2DEG between BFO
and CCMO, which can be ferroelectrically controlled [46]. The excitation photon
energy was in the tender X-ray regime (2.8 keV), thus permitting the study of a
buried interface in a sample of 10 nm BFO on 210 nm of CCMO, grown on a YAlO3

substrate, as shown in Fig. 7.10c. Core-level spectra were collected as a function
of incident angle for Ca 2p (Fig. 7.10a), C 1s (in a surface contaminant layer) and
Bi 4f (originating from BFO). Ca 2p is interesting in showing two components,
which have a different intensity ratio depending on the angle of incidence. Using
the X-ray optical simulation of the electric field strength (Fig. 7.10b), we see that
the two angles in Fig. 7.10a and highlighted in Fig. 7.10b represent the signal being
enhanced either at the BFO/CCMO interface (~0.7°) or in the bulk of CCMO (~1.5°).
Further analysis of the angular dependent intensity profiles for all four above men-
tioned core-levels and their comparison to theory are shown in Fig. 7.10e. All four
curves show a gradual decay to zero for the shallow incident angle, as total reflection
conditions are reached. On the high incident angle side, intensity curves exhibit a
series of oscillations, due to SWs created by reflection from the buried interface.
The comparison of the experimental data and the theoretical calculations by fitting
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the NTR experimental results for the two Ca components to theory yields excellent
agreement for an optimized sample geometry. The simulations reveal the presence of
an ~1 nm charge accumulation region in the CCMO at the interface derived. These
results were further confirmed by a separate analysis using the STEM-EELS Mn L3

near-edge features.
The oscillations in Fig. 7.10d, e arise due to the interference and multiple reflec-

tions at the surface and the interfaces, and the increase in intensities at approximately
0.9° due to the spreading of the X-ray beam along the spectrometer entrance slit
direction, as well as the concentration of E-field near the surface, as observed and
described by Henke [13]. Shifts in the oscillations phases between Bi and Ca (see
Fig. 7.10d) are instrumental in optimizing the fits between the experiment and theory,
and thus deriving the depth-dependent chemical profile.

As general background, it is also worth noting that SW effects in hard X-ray
reflection and emission of the type shown in Fig. 7.8 have been used previously, e.g.
to study the distribution of ionic species in solution above oxide surfaces [12, 47], but
with our photoemission approach having the advantage of chemical- and spin-state
specificity through core level shifts and fine structure, as well as the ability to look
directly at VB DOS changes at interfaces.

7.2.7 Atomic-Plane Bragg Reflection Standing-Wave Hard
X-ray ARPES: Element- and Momentum-Resolved
Electronic Structure of GaAs and the Dilute Magnetic
Semiconductor Ga1−XMnxAs

Mn-dopedGaAs (doping level≈0.03–0.06) is one of the prototypical dilutemagnetic
semiconductors (DMS) and until recently there was some controversy connected to
the origin of its ferromagnetism. Two scenarios were discussed—one being the so-
called double-exchange mechanism, in which Mn-induced states would form an
impurity band clearly separated from the p-bands of Ga and As and a second being
the p-d exchange mechanism, in which these states are merged with the GaAs impu-
rity bands. The first hard X-ray angle resolved study of a sample with composition
Ga0.97Mn0.03As was performed by Gray et al. [48]. The samples were cleaned only
by the HCl etching in air to remove surface oxide, illustrating a key advantage
of more bulk sensitive hard X-ray excited photoelectrons. The normalized angle-
resolved experimental data together with one-step theory calculations are shown
in Fig. 7.11a–d. Figure 7.11e, f shows deeper and relatively flat As 4s bands that
exhibits X-ray photoelectron diffraction (XPD). The angular intensity distributions
of the Ga0.97Mn0.03As are smeared out in both experiment and theory relative to those
of the undoped GaAs. This can be explained by the presence of the Mn atoms, which
due to their random spatial distribution disturb the long-range periodicity. One-step
photoemission theory shows a remarkable agreement with experiment, with further
theoretical results and analysis presented elsewhere [48]. Further analysis of the
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Fig. 7.10 Results of the near-total reflection HAXPES (hν � 2.8 keV) of a single interface in a
bilayer BiFeO3/Ce-doped CaMnO3/YAlO3 substrate complex oxide heterostructure. a Ca 2p core-
level spectra recorded in two experimental geometries, emphasizing the interface (high-Eb) and bulk
(low-Eb) regions in the buried Ce-doped CaMnO3 layer. bX-ray optical calculation of the standing-
wave electric field intensity inside the sample (shown in c) as a function of X-ray incidence angle,
obtained by fitting incidence angle-resolved Bi 2p, Ca 2p and C 1s core-level intensities. d The
normalized experimental intensities of Bi 4f, C 1s and both components of the Ca 2p core levels as
functions of the incidence angle over the near-total reflection region, showing the systematic trend
in the approach to total reflection, with peaks deeper within the sample turning off first. eOptimized
best fits of the X-ray optical simulations to the experimental data collected at the ALS. (From [18])
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Fig. 7.11 HXPSandHARPES fromGaAs and the dilutemagnetic semiconductorMn-dopedGaAs.
A photon energy of 3.2 keV was used. a, b show calculated HARPES patterns for the two materials
in the same experimental geometries as the experimental results of (c) and (d). e, f Show the same
kind of experimental data for the highly localized and nearly purely As 4s band, which shows
no band dispersions in energy, and exhibits only hard X-ray photoelectron diffraction (HXPD)
variations in angle. The dashed lines indicate the slight shift between the center of symmetry of
the HXPD, which is linked to the surface normal of the sample, and the center of symmetry in kx ,
which is shifted due to the photon momentum. Experimental data from SPring-8. (From [48])

k-resolved and angle-integrated results, with special attention to the region very near
EF, permitted concluding that both p-d exchange and double-exchange interactions
must be considered to explain ferromagnetism in this material. This conclusion has
also been essentially confirmed by soft X-ray resonant ARPES [49].

It is also interesting to note in these data the shift in the symmetry center of the
ARPES results compared to the symmetry center of the HXPD pattern of the As 4s
band; this is due to the photon momentum, a non-dipole effect that must be included
in the conservation of k, as discussed above and by Gray et al. [22].

This was the first application of HARPES to a material system whose electronic
and magnetic properties were under debate. It furthermore suggested a wide area
of application in the future for studying the bulk electronic structure of complex
materials. The future perspectives and limitations of HARPES have been discussed
in more detail elsewhere [1, 22].

Beyond this,wenowdiscuss standing-waveHARPES (SW-HARPES)making use
of Bragg reflection from atomic planes, so as to assess the possibility of using this
technique to derive element- and momentum-resolved electronic structure, possibly
also as a function of spatial positionwithin the unit cell.Going to energies above about
2 keV for which the X-ray wavelength is less than 6 Å permits creating standing-
waves due to reflection from crystal planes separated by greater than 3 Å, with the
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SW then scanning by half a cycle through the unit cell and along the [hk�] direction
as photon energy is moved over the appropriate Bragg condition.

We have noted that several prior studies have used Bragg reflection from atomic
planes to create standing waves that are then scanned through the unit cell via photon
energy scans, with combined core- and valence-data then being used to deconvolute
densities of states into their element-specific contributions [34, 35, 50]. These prior
measurements have all been carried out in the Brillouin-zone-averaged MEWDOS
or XPS limit. As shown before, with cryogenic cooling, such experiments are also
feasible in an angle-resolved mode, in which case the HARPES results could repre-
sent element- and momentum-resolved sampling of different points in the Brillouin
zone. Although soft X-ray resonant photoemission can provide somewhat similar
information on element- and k-resolved electronic structure [49], the spatial phase
information provided by the SW, coupled with core level intensities, should per-
mit a much more quantitative decomposition of the VB intensities into their atomic
components and spatial distribution that is furthermore more truly bulk sensitive.

We now present the first proof-of-principle experiments of this kind for the same
two systems of GaAs (001) and the DMS Ga(Mn)As (001), which were measured
at the soft- and hard-XPS facility at Diamond Light Source Beamline I09 [51]. The
results are displayed in Fig. 7.12. In Fig. 7.12a, we illustrate one of two experimental
geometries used: (111) reflection,with theSWthen scanned along the [111] direction,
and four possible positions of its nodes/antinodes indicated. In Fig. 7.12b, the energy
scans of As 3d and Ga 3d are shown, and they are clearly very different, due to their
different positions in the unit cell along the [111] direction; these results also agree
well with prior core-level experiments for GaAs (111) by Woicik et al. [35]. In
Fig. 7.12c, analogous scans for a sample consisting of ~100 nm of Ga0.95 Mn0.05As
deposited on a GaAs (001) substrate, are shown. Two different Bragg reflections are
seen here, a narrower structure from the substrate and a wider structure for the finite-
thickness Ga0.95 Mn0.05As, with differences between the Ga andAs curves associated
with both of them. Figure 7.12d shows similar data for the same sample, but with
(311) reflection, and with the addition of an energy scan for Mn 2p; although noisy
due to the low concentration of Mn, it is clear that the Mn curve agrees with that for
Ga, indicating a substitutional position of the Mn atoms.

In Fig. 7.13, we consider adding elemental sensitivity to HARPES via such
SW measurements. In Fig. 7.13a we show HARPES results for GaAs and Ga0.95
Mn0.05As, over a wider angular range than the data in Fig. 7.11, for a photon
energy of 2719 eV in the middle of the energy scan. Over plotted on these data are
light blue curves calculated for direct transitions from the ground-state electronic
structure of both materials, with CPA again being used for the doped material, to
a strictly free-electron final state (FEFS), a very useful method of initial analysis
of HARPES data [22, 48] that permits determining the exact orientation of the
sample. This method is accurate to less than 0.5°, including a small tilt of the sample
for the present case and a slight difference in geometry for the two samples. In
Fig. 7.13b, we show the experimental data again, but after a procedure making use
of the core-level energy scans for Ga 3d and As 3d that permits identifying the
element-resolved contributions to each pixel. This method proceeds in the following
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ductor Mn-doped GaAs (Ga, Mn)As also in (001) surface orientation. Photon energies were 2.7
and 3.6 keV. a The schematic scanning of the SW along the [111] direction as the photon energy
is scanned over the (111) Bragg diffraction condition. b The variation of As 3d and Ga 3d intensi-
ties through such an energy scan, with obvious strong differences in behavior. c A similar energy
scan for a sample with ~100 nm of Ga0.95Mn0.05As grown on GaAs(001). Two Bragg peaks are
observed, due to the slight difference in the lattice constant of the (Ga, Mn)As, with similar differ-
ences between As 3d and Ga 3d in going over both. d A similar energy scan for (Ga, Mn)As but
with (311) reflection, and Mn 2p included. The near identity of the curves for Ga and Mn indicates
a high degree of substitutional sites for Mn. Experimental data from Diamond. (From [51])

way. We first assume that the intensity in each HARPES pixel can be described as
a superposition of a contribution from As and from Ga (or Mn) as:

IH ARPES(EB, �k, hν) ≈ IAs(EB, �k, hν) + IGa(Mn)(EB, �k, hν). (3)

Then, the energy-dependence of intensity for each pixel is projected into fractional
As andGa(Mn) components by using a least-squares comparison to the superposition
of core-level intensities as:

fadley@physics.ucdavis.edu



7 Standing-Wave and Resonant Soft- and Hard-X-ray Photoelectron … 175

2520151050
Detector Angle (°)

15

10

5

0

Bi
nd

in
g 

En
er

gy
 (e

V)

2520151050
Detector Angle (°)

15

10

5

0
Bi

nd
in

g 
En

er
gy

 (e
V)

2520151050
Detector Angle (°)

15

10

5

0

Bi
nd

in
g 

En
er

gy
 (e

V)

2520151050
Detector Angle (°)

15

10

5

0

Bi
nd

in
g 

En
er

gy
 (e

V)
(a) 

(b) 

(c) 

2520151050
Detector Angle (°)

15

10

5

0

Bi
nd

in
g 

En
er

gy
 (e

V)

Ga

2520151050
Detector Angle (°)

15

10

5

0 As

Bi
nd

in
g 

En
er

gy
 (e

V)

Ga + Mn

GaAs - (111) reflec�on Ga0.95Mn0.05As - (111) reflec�on

Ga+
Mn

As

Ga+
Mn

As

Experimental (111) projected densi�es of states for Ga, Ga+Mn and As

Theore�cal (111) projected Bloch spectral func�ons onto Ga, Ga+Mn and As

Fig. 7.13 Projection of SW-HARPES data into element-resolved components. a Experimental data
forGaAs and (Ga,Mn)As in a (111) reflection geometry. The light blue curves are free-electronfinal-
state calculations used to determine the exact orientation in k-space, which was slightly different
for the two samples. b Experimental decomposition into Ga + Mn and As components using core-
level intensities and Equations (3) and (4). c Local-density calculations of element-resolved Bloch
spectral functions using the coherent potential approximation (CPA) for (Ga, Mn)As, with the
same color scale of maximum (red) Ga, Mn � 1.0 and maximum (green) As � −1.0 as in (b).
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IProj (EB, �k, hν) � f As(EB, �k)IAs3d (hν) + fGa(Mn)(EB, �k)IGa3d(Mn2p)(hν), (4)

where fGa(Mn) � 1 − f As . It is important to point out that it has, in fact, been
long realized through various theoretical studies that higher excitation energies, the
cross sections and matrix elements for valence-band photoemission are increasingly
controlled by the inner spatial regions of the atoms involved [52–54]. Therefore, using
core-level photoemission intensities from the same atoms at nearly the same kinetic
energies is a good approximation for such standing-wave projection procedures. This
sort of projection has been used for SWMEWDOS spectra [34, 35, 50], but not with
k resolution. Once the two f quantities have been determined, they are applied to
each pixel, and a color scale going from red +1.0�maximumGa(Mn)/minimumAs
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to green −1 � maximum As/minimum Ga(Mn) is applied to the data. The result is
the plot shown in Fig. 7.13b, which reveals a drastic difference between the top and
bottom sets of bands, which are strongly As and themiddle bands, which are strongly
Ga(Mn). For the doped sample, one can even see evidence of what is probably weak
Mn intensity in the upper bands over 0–6 eV, consistent with prior conclusions that
Mn affects the entire band structure [48, 49]. So we now have an element- and
k-resolved band structure, directly derived from experiment.

Theoretical calculations also support thismethod, as shown in Fig. 7.13c.Here,we
show element-resolved Bloch spectral functions, computed for the same trajectory in
k-space as derived from the FEFS calculations in Fig. 7.13a, with CPA used for the
doped material, and in the same color scale. There is excellent qualitative agreement
as to themajor elemental ingredients in each band.We do not expect fully quantitative
agreement, as matrix elements are not included in the theoretical calculations, but
future progress with one-step theory should permit going to this limit as well.

We thus view these results as most positive for the future use of SW-HARPES
to study the element- and momentum-resolved bulk electronic structure of many
multicomponent materials. Making use of simultaneous analysis of multiple Bragg
reflections, as in prior MEWDOS-level studies [50], will improve the accuracy of
localizing the electronic structure, both in momentum and within the unit cell.

7.3 Conclusions and Future Outlook

In conclusion, the use of higher-energy excitation in photoemission, either in the
soft X-ray (from a few hundred to ca. 2 keV) or hard X-ray (from 2 keV and up to
ca. 10 keV) permits looking at buried interfaces and/or bulk electronic structure that
are not accessible with the lower-energies of traditional ARPES. Adding standing-
wave excitation through either X-ray reflection from a multilayer heterostructure
or atomic planes, enhances the depth resolution of the measurement significantly.
Tuning the photon energy to various positions near strong absorption resonances
can significantly increase the standing-wave modulation and also permits tuning its
phase and thus anti-node position.

Through the example studies presented here, we believe it is clear that such tech-
niques should permit studying a very wide variety of oxide and other interfaces in the
future, including even the liquid-solid interface. As more intense and more highly
focused radiation sources become available, the precision of such measurements
will be enhanced, including the ability to add lateral resolution through simultane-
ous photoelectron microscopy in one of its several modalities. Adding time reso-
lution through free-electron laser or high-harmonic generation sources will also be
an exciting new direction. Varying polarization will also permit studying magnetic
systems with higher precision, as for example, the depth variation of in-plane and
perpendicular-to-plane magnetization at interfaces. Simultaneous spin detection will
permit doing what one might call the complete photoemission experiment, providing
resolution in energy, momentum, and spin, in three spatial dimensions through the
interface, or through the unit cell, and in time.
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Chapter 8
Ab-Initio Calculations of TMO Band
Structure

A. Filippetti

Abstract We review the fundamental aspects related to ab-initio band structure
calculations for the SrTiO3/LaAlO3 interface, analyzing capabilities and limits of the
most advanced approaches, using available experiments as a reference. In particular,
we discuss accuracy and failures for what concern the description of electronic,
transport, and thermoelectric properties of oxide heterostructures. Despite evident
shortcomings, our overview assesses the usefulness and the satisfying quality of ab-
initio methods as an efficient approach for oxide heterostructure design and analysis.

8.1 Fundamentals of 2DEG Formation in SrTiO3/LaAlO3
According to Ab-Initio Calculations

This section is dedicated to describe from an ab-initio viewpoint the fundamen-
tal aspects concerning the electron gas formation in STO/LAO. In particular, in
Sect. 8.1.1 we will see how, assuming a perfectly stoichiometric, ideal heterostruc-
ture, ab-initio calculations precisely describe the polar discontinuity at the interface,
the polar catastrophe, the electronic charge transfer and confinement in the STO side
of the interface, in conformity with the scenario drawn by simple electrostatic mod-
eling, but with some dissonant aspects with respect to the observations. In Sect. 8.1.2
the most important non-stoichiometric mechanisms of polarity compensation will be
considered, analyzing virtues and drawbacks of the ab-initio approach for problems
whose complexity surmounts the limits of the present computing power capability.
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8.1.1 Ab-Initio Description of Polar Catastrophe: Role of
Polar Discontinuity and Band Alignment

Soon after the first observations of a 2D electron gas (2DEG) at the interface between
SrTiO3 (STO) and LaAlO3 (LAO) [1–3], a massive activity based on state-of-art ab-
initio calculations started, in the attempt to unveil the secret of the 2DEG formation.

Theoretical scientists knew very well, however, that several methodological diffi-
culties could hamper, or make it difficult, an accurate description of the experimental
findings. In particular, it was worthy of consideration the well known inaccuracy
of standard energy functionals based on local density approximation (LDA) and
generalized-gradient approximation (GGA) in treating correlated oxides, especially
for what concern band gap and band alignment in heterostructures, which are crucial
aspects in the phenomenology of charge confinement. Although the impact of elec-
tronic correlation in the STO/LAO 2DEG was a point of debate, the potential failure
of standard methods motivated scientists to apply a broad range of beyond-standard
energy functionals, which were popularly used in the study of strongly-correlated
materials, such as the LDA+U or GGA+U [4], the pseudo-self-interaction corrected
energy functional (PSIC) [5, 6], and several hybrid functionals (B1-WC [7], HSE [8])
and tight-binding potentials. A very incomplete list of methods based on the Density
Functional Theory and close variants, applied to STO/LAO, includes LDA [9–12],
GGA [13–16], LDA+U [17–21], GGA+U [22], tight-binding [23], PSIC [24], hybrid
functionals B1-WC [24–26], and HSE [27, 28], and Hubbard-type models [29, 30].

However, the most severe limitation for ab-initio calculations concerns not so
much the theoretical fundamentals of the method, but rather the system size, which
must be typically limited to a few (one or two at most) hundred atoms per elemental
cell, periodically repeated in the infinite space when working in periodic boundary
conditions. To stay in these strict limits, the actual structure must be as much as
possible ‘idealized’, thus cutting-off several aspects which in fact may have a role
in the observations. As an example, the near totality of ab-initio simulations for the
STO/LAO [001] interface assumes 1 × 1 periodicity in the (001) plane, which im-
plies discarding possible octahedral distortions and tiltings in the interface plane, and
largely prevents the occurrence of possible orbital, charge, and magnetic ordering,
not to mention the formation of polaronic states or localized states. And even in the
interface-orthogonal direction, the supercell simulation could be hardly longer than a
few nm, thus not including more than a dozen STO unit cells. While this is sufficient
to recover bulk-like behavior in the insulating state, the 2DEG extension may easily
outstretch this size, resulting in significant uncertainties for what concern structural
rumpling, polarization, and charge redistribution along the substrate. In the analy-
sis of the ab-initio description, the consequence of these simplifying assumptions
concerning the adopted simulation supercell must always be taken in mind.

Albeit in these rather narrow computational limits, it turned out that ab-initio
calculations depict a landscape quite coherent with the simple electrostatic picture
based on the argument of polarization catastrophe and Zener breakdown (ZB) mech-
anism. The ZB concept is schematically illustrated in Fig. 8.1a, b: due to the polar
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Fig. 8.1 a Schematic band alignment before breakdown; b band alignment after breakdown; c
planar-averaged electrostatic potential across the STO/LAO slab calculated ab-initio with the B1-
WC hybrid energy functional; each line is for an increasing amount of LAO layers: red lines are
for 5 or more LAO layers; the red-dashed line indicate the infinite-thickness limit, when polarity is
fully compensated and the field completely erased. d Layer-resolved DOS calculated for STO/LAO
with 5 LAO layers. Dashed and shaded lines are for unrelaxed and relaxed structures (see text).
Panel (d) is a reprinted figure with permission from [14]. Copyright 2009 by the American Physical
Society

discontinuity along the z = (001) axis, the electrostatic potential rises in LAO with
the number of LAO units from the interface; accordingly, the band energies in the
LAO side progressively rise until, for a sufficiently thick film, the LAO valence band
top (VBT) overcomes the conduction band bottom (CBB) of the STO side, causing
electron charge transfer from the surface to the interface (n-type doping). In Fig. 8.1c
the calculated planar-averaged electrostatic potential seen by the electrons is shown
as a function of the number of LAO layers. The potential in LAO is roughly linear,
and in turn, the electric field EL AO nearly constant. For an increasing number of LAO
layers up to 4, the situation remains unchanged and the field EL AO is pinched to its
insulating value ∼2.4 × 107 V/cm. After breakdown, charge starts flowing from the
LAO surface to the interface, and EL AO progressively falls. Notice that only in the
limit of infinite thickness the field is completely erased (dashed red line); this situa-
tion corresponds to a compensating charge transfer of 1/2 electron per unit interface
area. Furthermore, there is a strong built-in electrostatic field at the interface (Eint ),
which act to confine the Ti 3d charge towards the interface. This aspect is often
overlooked in the analysis, but in fact it is instrumental to understand why the in-
jected electrons stay confined at the interface instead of spreading deeper into the
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substrate. A detailed electrostatic modeling of 2DEG formation in STO/LAO can
be found in [31], while an alternative viewpoint is proposed in [32] by Stengel and
Vanderbilt, who described the polarization at the interface of two polar insulators
based on the concept of formal polarization, as defined by the Berry phase approach
[33].

The most explicative representation of the electronic properties of an heterostruc-
ture based on ab-initio calculations is furnished by the density of states (DOS) re-
solved layer-by-layer along the direction orthogonal to the interface. In Fig. 8.1d we
report one of the best examples of this kind, obtained within GGA by Pentcheva
et al. [14]. Assuming ideal, unrelaxed atomic positions (dashed lines), the potential
in LAO rises quickly, and at the 3rd LAO layer, the ZB occurs. On the other hand,
allowing atomic relaxations along the z axis (shaded lines), the potential slope is
reduced and the ZB only occurs at a critical thickness of 4 LAO layers. Central to
these large structural relaxations is the so called rumpling (i.e. the O disalignment
with respect to the cation positions) which develops along the z axis [34]. The rum-
pling generates an induced polarization which counteracts the nominal polarity of
the LAO layer, thus reducing the energy cost associated to the field in LAO.

The description of the observed critical thickness for the occurrence of the 2DEG
was considered a striking success of the ab-initio approach, and has represented a key
validating aspect of the so-called ‘intrinsic’ hypothesis. Nevertheless, looking more
in detail to the specific features of the calculations, several important quantitative
discrepancies with respect to the observations can be revealed. First, the critical
thickness of 4–5 LAO layers overestimates the 3-layer thickness observed in the
experiments. This is not a major failure, since a number of factors not included in
the calculations, from structural distortions to defects, could modify the potential
slope and in turn, the threshold for ZB. Also, methodological aspects should be
considered: in Fig. 8.1d we notice that the GGA band gaps for STO (∼2 eV, see
the lowest panel) and LAO (∼3.5 eV, as seen in the second-topmost panel) largely
underestimate the experimental counterparts (3.2 eV, and 5.6 eV, respectively). This
aspect can be corrected using one of the various beyond-LDA approaches mentioned
above. More critical, on the other hand, is the fact that ZB implies the presence of an
equal amount of electron charge at the interface and hole charge at the surface. The
latter, however, has never been observed, either in Hall resistivity, magnetoresistivity,
or optical measurements. This in itself does not necessarily rule out the polarization
catastrophe, but suggests that the breakdown should be complemented by further
assumptions. For example, the hole charge at the surface could be stuck in localized
defects or compensated by atoms absorbed at the surface. Hole localization at the
LAO surface will be discussed in Sect. 8.1.2.

But the most important discordance between observations and calculations prob-
ably concerns the amount of electron charge confined at the interface, and the related
charge-transfer mechanism. As seen from the B1-WC ab-initio calculations (see
Fig. 8.2b, from [25]), for an increasing number of LAO layers the charge is progres-
sively accumulated at the interface, exponentially approaching the 2D density limit
n2D = 3.4 × 1014 cm−2 corresponding to the 1/2 electron per unit area required to
reach full compensation according to ZB. Correspondingly, electric (Fig. 8.2a) and
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Fig. 8.2 Electric field (a),
charge density (b), and strain
field (c), calculated for
STO/LAO interfaces as a
function of LAO unit cell
number n. For charge and
strain, experimental values
(black squares) derived by
transport and electrostriction
measurements are also
reported. The scales of
calculated (top horizontal
axis) and experimental
(bottom axis) number of
LAO layers are shifted to
eliminate the offset due to
the different critical
thickness. Reprinted figure
with permission from [25].
Copyright 2011 by the
American Physical Society

strain (Fig. 8.2c) fields in LAO due to the polar discontinuity are progressively re-
lieved. Experimentally, the picture appears different: a charge n2D = 3−6 × 1013

cm−2 (thus about an order of magnitude lower than the theoretical 1/2 electron limit)
is transferred all at once at the critical thickness, and remains roughly of the same
amount for thicker LAO layers; the measured strain is also relieved more abruptly
than according to the calculations.

For what concern the question of the ‘missing’ charge, a long-standing and still
unresolved debate has been developed over the years. Recent evidences of pola-
ronic behavior [35] and charge localization [36] suggest the presence of additional
electronic charge with respect to what usually seen in transport or photoemission
measurements. Coherently, optical experiments [37, 38] estimate a larger charge at
the interface (n2D ∼ 1014 cm−2), albeit still much lower than the 1/2 electron ex-
pected according to the ZB. We remark that these discrepancies may not necessarily
derive by a failure of the theory in itself, but could be consequence of our limited
computing power: in fact, when the 1 × 1 planar periodicity is assumed, we con-
strain charge transfer from surface to interface to occur in charge fractions, thus both
interface and surface must be metallic. However, in a hypothetical N × N planar
geometry with huge N, nothing would prevent, in principle, the electronic ground-
state to be a mixture of localized (flat band) and delocalized (dispersed band) states,
or to have an integer number of electrons, corresponding to a fractions of 0.5 elec-
trons per unit area, transferred all at once, thus abruptly compensating the polar
discontinuity and yet retaining an insulating character at the surface. Alas, these are
likely destined to remain suggestive but unproved hypotheses until the advent of a
quantum leap forward in our computing capability. In fact, methods like B1-WC or
PSIC have demonstrated to be able to describe charge localization in a number of
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Fig. 8.3 LDA+U calculations for the p-type non-stoichiometric STO/LAO interface with 2 holes
in excess per interface, and antiferromagnetic alignment of O(p) spin moments in the plane. a Band
structure calculation for majority and minority spin populations. b Corresponding Fermi surfaces.
Reprinted figure with permission from [20]. Copyright 2006 by the American Physical Society

low-dimensional bulk systems, such as superconducting cuprates [39, 40] and multi-
ferroic manganites [41, 42], but in these systems localization is strong andmay occur
even in the limit of high carrier concentration, where relatively small supercells can
be used.

In conclusion, the experimental evidence shows quite clearly that the purely elec-
tronic ZB alone is hardly capable to give a complete and precise explanation of the
observed 2DEG characteristics. On the other hand, the polar discontinuity can be
compensated by a number of alternative ‘extrinsic’ mechanisms, such as oxygen
vacancies, surface adsorptions, cation intermixing, eventually coexisting with the
electronic ZB effects. These effects will be discussed in the next section.

8.1.2 Ab-Initio Description of Non-stoichiometric
Mechanisms: Oxygen Doping and Cation Mixing

Going beyond simple stoichiometric conditions in order to include additional extrin-
sic effects such as charge localization, oxygen doping and cation mixing, is quite a
challenging enterprise for ab-initio simulations. Here we describe some of the few
brave attempts of this kind presented in literature.

The first attempt to describe charge localization in STO/LAO was, at our knowl-
edge, proposed by Pentcheva and Pickett [20]. In order to investigate hole localization
and polaron formation, they considered a p-type STO/LAO interface (with SrO/AlO2

termination) simulated using a 2 × 2 non-stoichiometric supercell with 2 holes in
excess at the interface, i.e. 0.5 hole charge per unit area. For the calculations the
LDA+U functional was employed, with Up = 7 eV to ensure robust correlation on
the O(p) states. They found that in case of anti-paired (i.e. antiferromagnetic) spin
alignment, the hole states form very flat spin-split bands (Fig. 8.3a) located 50 meV
above theO(p) valence band top. On the other hand, for the spin-paired ferromagnetic
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solution (not shown), the hole bands are more dispersed and the system is metallic,
just like in the non-correlated case described by LDA. Here the adopted supercell is
arguably too small to describe a realistically doped configuration, and the absence of
structural relaxations implies a limited predictive capability. Nevertheless, it is con-
ceptually instructive to see that electron correlation and antiferromagnetic ordering
(which may be intended as a crude approximation of a more realistic paramagnetic
state) can easily lead to hole localization and insulating behavior at the LAO surface.
The capability of beyond-LDA approaches to describe these aspects including static
correlations draws a larger horizon than what is usually assumed for ab-initio simula-
tions, which are sometime improperly misinterpreted as uncorrelated single-particle
theories.

For what concern the effect of O-vacancies (VO ), which has been considered the
most credited alternative hypothesis to ZB for the 2DEG formation [44, 45], it is
worthy tomention thework byZhang et al. [43]where a remarkably large 4 × 4 cell is
employed to simulate, by GGA calculations, n-type and p-type STO/LAO interfaces
(consistent results are also obtained by Li et al. [46] using GGA). Removing one O
from this structure adds ∼8 × 1013 electrons per cm2, which is not much larger than
the density actually observed. For both structures, authors calculated the formation
energy of the vacancy as a function of the layerwhere the vacancy is located (Fig. 8.4).
Interestingly, for the p-type interface the most favorable VO location is right at the

Fig. 8.4 Ab-initio calculation of the formation energy for oxygen vacancies in each single mono-
layer of a 4 u.c. LAO slab, for both p-type and n-type STO/LAO interfaces. Left panels: p-type and
n-type structures considered for the calculations. Right panels: corresponding formation energies
for various vacancy positions (indicated in the structural plot). Reprinted figures with permission
from [43]. Copyright 2010 by the American Physical Society
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interface layer, while for the n-type structure, the vacancy is preferentially located at
the surface. It follows that for the former an excess hole charge (also located at the
SrO/AlO2 interface) eventually due to the ZB mechanism can recombine with the
electron charge induced by VO , thus explaining the observed insulating behavior. On
the other hand, for the n-type structure VO stays at the surface, and delivers electrons
at the interface. To do that, a further condition to be matched is that the VO donor
level must be higher in energy than the CBB of the STO side.

The 2DEG scenario based on surface oxygen vacancy was thoroughly investigat-
ed by Bristowe et al. [31, 47]. Using an electrostatic modeling based on ab-initio
parameters, they showed that the VO formation energy decreases linearly with the
number of LAO unit cells, with a slope depending on the vacancy concentration, and
that there is a critical thickness coherent with the observations for the presence of the
charge at the interface. Later on, Yu and Zunger [28] calculated byHSE the formation
energy of a variety of possible defects, and showed that the key condition of having
a VO donor level higher than the STO CBB is indeed satisfied, see Fig. 8.5b: single
and double-ionized V+

O /V++
O defect levels are higher in energy than the STO CBB,

and donate part of the electrons to STO, and part to localized holes due to Ti→Al
substitutions. Also, they showed that the VO defect formation energy is negative only
for a number of LAO layers larger than 4, thus justifying the presence of a critical
thickness.

The presence of oxygen vacancies at the surface not only appears as a viable
alternative to the pure electronic ZB mechanism, but also justifies the absence of
mobile hole charge at the surface. Of course, this is only one of the various non-
intrinsic scenarios which can be envisaged to compensate the LAO polarity. For
example, the adsorption of H atoms at the surface (for this case ab-initio calculations
are reported in [48]) could equally well compensate the surface polarity by creating
(AlO2)1−H+

1 complexes at the surface and donate electrons at the interface, provided
that the localized holes introduced by the additional H could be higher in energy than
the STO CBB at the interface.

Another important ingredient of the 2DEG phenomenology is represented by the
metal contact, as discussed by a joint experimental and theoretical study in [13]: they
showed that a Co layer deposited on top of LAO can produce in itself a charge transfer
to theCBB interface, effectively reducing the critical thickness of the insulating-metal
transition. On the other hand, in [49] it was shown by ab-initio calculations that a Pt
overlayer on LAO counteracts the ZBmechanism and, in absence of bias, completely
hinders the transfer of charge to the interface. These aspects are obviously crucial
for the interpretation of electric transport and field-effect measurements, and suggest
that the device characteristics may disguise or alter the intrinsic properties of the
pristine heterostructure.

Finally, we devote just some hints to another major interpretation of the 2DEG
formation, alternative or complementary to the pure ZB, that is cation mixing: it is
clearly revealed in XAS experiments [34, 50, 51] that a few layers across the inter-
face are in fact characterized by Ti/Al and La/Sr mixing, which works in favor of an
effective reduction of the polar discontinuity, counteracting the polarization catas-
trophe, and in turn increasing the LAO critical thickness relative to ZB, as shown in
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Fig. 8.5 Schematic band diagrams relative to various defects and vacancy calculations for
STO/LAO, reported by Yu and Zunger [28]. See text for the description of each case. Reprint-
ed by permission from Macmillan Publishers Ltd: Nature Communications [28], copyright 2014

[26]where a solid solution Sr1−xLaxTi1−yAlyO3 is grown and characterized. Further-
more, a non-stoichiometric excess of La atoms over Sr or Ti over Al could explain in
itself the presence of some additional electron charge at the interface, although in this
case it is not obvious why this cation-mixing charge should only appear above a uni-
versal critical thickness. In [28] the case of a stoichiometric Al/Ti mixing across the
LAO slab is studied as well, deducing that below this critical thickness (Fig. 8.5a) the
formation energy do favors acceptor-like Ti→Al substitutions at the interface, and
donor Al→Ti substitution at the surface; alas, the defect levels are too low to donate
charge to the STO CBB. The same occurs for Sr→La substitutions at the interface
coupled with Al→Sr at the surface (Fig. 8.5c) or coupled with La vacancies at the
surface (Fig. 8.5d): even if energetically stable, none of these configurations appear
capable to donate electrons to the STO CBB. Of course, even these results, albeit
quite conceptually stimulating, cannot be taken from granted, since transition-state
theory may be affected by a number of uncertainties, first of all the assumed chemi-
cal potentials, and the fact that actual structural morphology is not or very partially
included in the calculations, due to the supercell limitations described above.
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8.2 Band Structure and Related Properties: Spectroscopy,
Thermal, and Transport Properties

The ab-initio calculation of the electronic properties of the 2DEG is in principle an
extremely valuable tool to complement the experimental characterization. In fact, an
impressive amount of published work concerning electronic, optical, transport, and
thermoelectric properties of the STO/LAO presents a synergic analysis of experi-
ments and theory. Without any pretence of completeness, in this section we furnish
an overview of the band structure theoretical description, and the level of qualita-
tive and quantitative agreement with the experiments. Specifically, in Sect. 8.2.1 the
basic features of the electronic properties are described, and in Sect. 8.2.2 we fur-
nish a compared analysis of band structure calculations and ARPES experiments.
In Sect. 8.2.3 a useful approach to the calculation of transport and thermoelectric
properties of the gas is presented, with validating results for doped STO bulk, and in
Sect. 8.2.4 the application of this method to STO/LAO is described, in comparison
with transport experiments. Finally, Sect. 8.2.5 is devoted to describe the calculation
of phonon-drag, that is one of the most spectacular observations reported so far for
this heterostructure.

8.2.1 Basic Aspects of Band-Structure Calculation
at the STO/LAO Interface

To start with the analysis of the STO/LAO electronic properties, a paramount aspect
should be taken in mind: rigid band approximation is overly inadequate for this
system, since both structural and electronic properties present a remarkable evolution
with the amount of electron charge confined at the interface. So, we are in the need
to specify how much charge should be included in the calculation, a problem which
is deeply related to the choice of our simulation supercell.

Basically, twomain choices have been practiced over the years in the ab-initio sim-
ulations of this system: (i) a stoichiometric (STO)n/(LAO)m structure with some vac-
uum layer on top of LAO, eventually doubled (i.e. symmetrized) along the [001] axis
to avoid spurious fields across STO and the vacuum region; (ii) a non-stoichiometric
(STO)n/(LAO)m+1/2 superlattice, with one additional monolayer of LaO which dope
each of the two equivalent TiO2/LaO interfaces in the cell by 1/2 electron charge.
The first configuration is closer to a realistic situation, and can describe the metal-
insulating transition at the critical thickness, but also displays some unwanted fea-
tures, such as the hole charge at the surface, and a not well defined amount of electron
charge which progressively growswith the number of LAO layers, as seen in Fig. 8.2.
The second choice is in practice a fully-compensated delta-doping situation, with no
built-in field in the LAO side and no LAO surface. Alas, the 1/2 electron charge is
an ideal limit never actually observed in the experiments. It follows that neither of
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Fig. 8.6 Band structure (a) and Fermi surfaces (b) for the 2DEG in STO/LAO calculated by the
PSIC approach for the non-stoichiometric, fully-compensated structure with one additional LaO
layer at the surface and 1/2 electron included. Adapted from [24]

the two gives a representation perfectly matching the observed characteristics of the
gas.

In Fig. 8.6 we display bands and Fermi surfaces calculated by PSIC functional in
[24] for the fully-compensated cell, with 1/2 electron charge confined at the interface.
The main characteristics described below are common to almost all the ab-initio de-
scriptions, and not much dependent on the specific functional used for the calculation
(which instead is crucial to describe the band gap). We can see that at the conduction
bottom there are several partially occupied Ti 3d t2g bands of dxy character and most-
ly lying within the (x, y) plane, the lowest of which located about 0.37 eV below
the Fermi energy. Higher in energy are the t2g bands with dxz and dyz character, thus
with one light and one heavy mass in the plane of the interface. The heavy mass
direction (Γ -X for dyz and Γ -Y for dxz) is easily recognizable in Fig. 8.6a. The cal-
culated light and heavy effective masses in the (x, y) plane are ∼0.7me, and ∼8me,
respectively, according to ab-initio calculations. In Fig. 8.6b the corresponding Fermi
surfaces are shown: the dxy Fermi surfaces are circles centered at Γ , while dxz and
dyz are cigar-shaped, with the long arm lying along the corresponding heavy-mass
direction. Roughly speaking, about two thirds of the half-electron charge is hosted
by the planar dxy states, and the remaining one third by the dxz and dyz states.

The general features described above agree qualitatively, but not quantitatively,
with the experiments. In fact, there is overwhelming evidence from ARPES [52, 53]
that the bottom of conduction band of dxy character is located just about 100 meV
below EF , while the lowest dxz/dyz bands appears a few tens of meV below EF . Con-
sistently, XAS experiments [54, 55] indicate an energy separation∼50meV between
the lowest dxy and the dxz /dyz states,whereas, according to the calculations in Fig. 8.6,
the t2g splitting is as large as 0.3 eV. Furthermore, magnetotransport indicate one-
band or two-band behavior [56], which is not coherent with the several partially filled
bands appearing in Fig. 8.6a. Since the band shape is substantially well described in

fadley@physics.ucdavis.edu



192 A. Filippetti

the calculation, it follows that the discrepancy with the experiments cannot but de-
rive from the exaggerated electron charge in the bands. In Fig. 8.6a the dotted lines
indicate EF values corresponding to some lower charge densities. However, a mere
EF rigid-band downshift relocating the charge in the range of Hall-measured values
(2–6 × 1013 cm−2) is insufficient to recover a band structure in satisfying agreement
with ARPES; instead, the full structural and electronic calculation must be redone
for each given charge density value. This argument is developed in the next section.

8.2.2 Calculated Band Structures and Comparison
with Spectroscopy

In [53] a compared analysis of band structure calculations andARPESmeasurements
is reported, with the aim of highlighting the evolution of the electronic properties
with the charge density confined at the interface. In the article it is put in evidence
for the first time that, whatever the source, if an amount of charge similar to what is
measured in Hall experiments is introduced at the STO/LAO interface, the calculated
band energies are substantially coherent with what is observed in photoemission
experiments. In other words, once the charge is confined at the interface, the 2DEG
characteristics can be monitored irrespectively on the charge derivation, whether due
to ZB, O-vacancy, or induced by gate field. This is an important aspect since it allows
to leave aside the questions related to the ‘intrinsic’ versus ‘extrinsic’ debate, and
concentrate to the detailed description of the 2DEG properties.

Experimentally it is well known that the charge density can be tuned, to a certain
extent, by the choice of growth temperature; in [53] ARPES spectra of STO/LAO
samples grown at different temperatures were compared with band energy calcula-
tions at variable charge density, performed as following: starting from the stoichio-
metric STO/LAO interface in the insulating state (i.e. with a number of LAO layers
lower than the ZB threshold), specific fractions of electron charge were included
in the supercell, then leaving the system to relax to the structural and electronic
ground state relative to that charge density value. The calculated band structures for
an increasing amount of charge density are reported in Fig. 8.7.

We see that the band structure evolves in a very non-rigid band fashion: for zero
charge, only one band of dxy character (red-dotted line in Fig. 8.7a) is split by 30
meV from the bottom of the t2g band manifold (see Fig. 8.7b), as a consequence
of the symmetry breaking induced by the interface geometry. Then, the t2g splitting
progressively increases with the charge density. For densities up to n2D ∼ 1.5 × 1013

cm−2 only the lowest dxy state is occupied, while above this value a second dxy state
starts to host some charge as well; then above n2D ∼ 3.5 × 1013 cm−2 the heavier
t2g bands finally set in. For n2D ∼ 5 × 1013 cm−2 the lowest dxy band is descended
to ∼90 meV below EF , and the dxz/dyz band bottom is ∼10 meV below EF . If
this theoretical picture is correct, we may expect to see a regime transition between
single-band light-mass to multi-band heavy-mass behavior at some critical threshold
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Fig. 8.7 Band structure calculated by PSIC approach as a function the charge density confined in
the Ti 3d states at the STO/LAO interface. a Conduction band energies near EF , for an increasing
Q (charge per unit area); the dotted line indicates EF . b Band bottoms for the two lowest dxy bands,
and the lowest dxz , dyz doublet. LD and SD stand for ‘low-density’ and ‘standard-density’ regions.
Reprinted figure with permission from [53]. Copyright 2014 by the American Physical Society

of the order of some 1013 cm−2. In fact, the occurrence of a regime transition around
this density is confirmed quite clearly by transport experiments, where the charge
density is varied either by changing the growth temperature [57] or more directly by
field-effect tuning [58], although not all the features extracted from transport can be
unambiguously reconnected with the calculations (these aspects will be analyzed in
Sect. 8.2.4).

In Fig. 8.8 the detailed comparison of calculated band structure and ARPES
obtained in [53] is displayed. Two STO/LAO samples are considered, with Hall-
measured charge density of 0.1 and 0.04 electrons per unit cell; the spectra are
juxtaposed to the Fermi surfaces calculated for equivalent charge densities. The
ARPES spectra are s-polarized, thus only the dxy and dyz orbitals appear, having
odd-parity with respect to the direction [010] orthogonal to the mirror plane. For
standard density, both dxy and dyz are well visible, spanning energy and k-space
regions in substantial agreement with the calculated band structure. At low density,
on the other hand, only the dxy is clearly visible, in agreement with the band structure
evolution depicted by the calculations.

This remarkable evolution of the band structure with the charge density indicates
a certain degree of electron correlation of the t2g bands. In fact, orbital polarization
(here we leave aside orbital magnetization) is governed by the Coulomb repulsion
which causes the splitting of occupied and unoccupied orbitals. At the lowest order of
approximation, this splitting can be parametrized as Δt2g = Δt02g +UatΔp, where
Δp is the orbital occupancy difference, and Δt02g the splitting at zero occupancy
(∼30 meV according to the PSIC results). In Fig. 8.9 we compare this expression
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Fig. 8.8 PSIC-calculated conduction band energies near EF for two different charge densities
(standard density (SD) and low density (LD)) are compared with ARPES measurements for two
samples of corresponding density. a, d Band energies calculated at SD and LD; b, e corresponding
ARPES spectra; c, f calculated and measured Fermi surfaces juxtaposed for SD and LD samples.
Reprinted figure with permission from [53]. Copyright 20164 by the American Physical Society

Fig. 8.9 Calculated t2g
splitting as a function of the
orbital occupancy difference
Δp between the lowest dxy
and the dxz/dyz states. The
black line is the splitting
extracted from the band
structure calculation, the red
line derives from a
U -dependent linearization
(see text). Adapted from
Delugas et al. [24]

with the splitting obtained from the PSIC band structure in Fig. 8.7b; a good a-
greement between bands and linear model is obtained across the whole occupancy
range forUat = 2.8 eV, which indicates a moderate but sensible amount of electronic
correlation.

The band structure illustrated so far did not include any spin-orbit (SO) contribu-
tion. Typically, SO effects for 3d atoms like titanates are not particularly relevant and
can be safely discarded with respect to, e.g. the inter-band transition energies which
govern the optical properties. Nevertheless, if we are interested in fine-tuning the
transport properties for certain specific charge density values, even small SO split-
ting can be important to give a correct interpretation to the observed phenomenology.
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Fig. 8.10 Band calculations with SO coupling included, by Joshua et al. a, b, cModel band energy
calculations for dxz and dyz orbitals, corresponding to 3 different types of splitting energy along the
[110] direction (see text description). d Ab-initio band energies with (colored) and without (gray)
SO splitting. Reprinted by permission from Macmillan Publishers Ltd: Nature Communications
[58], copyright 2012

Among the vast literature reporting the SO description, here we focus on [58] where
the direct connection with transport properties is carried out with clear evidence.

In Fig. 8.10 the band structure obtained with and without spin-orbit coupling are
displayed. To illustrate more in detail the SO coupling, they also report a dxz/dyz
model splitting along the [110] direction obtained by different splitting contributions:
in Fig. 8.10a the splitting is only due to a quadratic diagonal hopping ∼Δd kxky ,
which does not split the band bottom; in Fig. 8.10b the splitting only includes an
atomic SOcontributionΔSO = 10meV, and in Fig. 8.10c both splittings are included,
resulting in a almost k-independent shift of the two heavy-mass bands. A further SO
contribution, due to the asymmetric k → −k reflection (Rashba effect) is too small
to be visible on the scale. However, Rashba effects are important for the interpretation
of magnetoresistance and superconductivity at low-T under an applied gate field, as
shown in [59, 60].

The ab-initio calculations with and without SO included is shown in Fig. 8.10d.
As expected, the most relevant SO effects occurs in the band crossing regions. In
particular, dxz and dyz not only split with respect to the SO-free representation (gray
lines in the figure) but also mix their light and heavy characters along the kx axis.
Thus,while the lowest light-mass bandof purelydxy character is basically unmodified
with respect to the non-SO case, the second lowest band now presents a rather
light character at the very bottom, with m = 2/(m−1

h + m−1
l ) ∼ 1.5me, and then it

recovers the usual heavy character of dxz and dyz while moving above in energy.
In other words, this second-lowest band displays an effective mass which changes
with the Fermi energy (represented by the orange-to-blue color scale in Fig. 8.10d) in
the critical charge density region which characterize the transition from single-band
to double-band behavior. This light-mass, low-density band value is coherent with
the scenario depicted by Shubnikov-de Haas experiments [56, 58] which give a 1/B
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frequency period of the resistivity oscillations corresponding to a small density band
n2D ∼ 1−5 × 1012 cm−2, and mass ∼ 2me. Alternatively, this low-density band
could be also attributed to another dxy band, which appears in the SO-free treatment
described in Fig. 8.7b, eventually ‘fattened’ by Anderson localization or polaronic
behavior.

8.2.3 Thermoelectric and Transport Properties: The
Bloch-Boltzmann Approach

Thermoelectric, transport and magnetotransport characterizations are perhaps the
most practiced experimental techniques for the investigation of 2DEG systems in
oxide heterostructures, and a large amount of these data have been delivered for the
STO/LAO interface since its discovery in 2005. Having solid theoretical approaches
to the calculation of these quantities is thus an invaluable help to the interpretation of
the fundamental phenomenology on the one hand, and to the design of newmaterials
with enhanced capabilities on the other. Here in particular we review one approach
which in the last few years was applied to a series of oxide heterostructures, in-
cluding STO/LAO, with apparently satisfying results. This approach is based on the
Bloch-Boltzmann Theory (BBT) [61], as implemented in the freeware BoltZTraP
code [62], and specifically suited to describe diffusive transport in relaxation-time
approximation. This approach to electronic transport is based on the observation
(due to Bloch in the 30’s) that, as long as the diffusion length of the electron is much
longer than the characteristic electronic wavelength, the static electronic band struc-
ture is still meaningful even under non-equilibrium conditions, and the scattering of
the electrons with phonons or impurity sources results in jumps across two Bloch
states with different band energies and/or crystalline momentum. Assuming specific
conditions, an average ‘relaxation’ time τ between two consecutive scatterings can
be defined, and the BBT expressions for electrical conductivity σi j , thermopower
(i.e. Seebeck coefficient) Si j , and Hall conductivity σ H

i jk are derived as following:

σi j =
(
e2

V

) ∑
nk

(
− ∂ f

∂εnk

)
vnk,ivnk, j (8.1)
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−1
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Here i , j , k, l, m are Cartesian indices, ei jk the Levi-Civita tensor, vnk,i and
Mnk, jl band velocity and effective mass tensor, and f the Fermi-Dirac occupancy.
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From (8.1) and (8.3), the Hall coefficient commonly extracted from the experiments
is obtained as:

RH
i jk = σ−1

il σ H
lmkσ

−1
mj (8.4)

Expressions (8.1)–(8.4) require two sets of input data: (i) ab-initio band energies
εnk, band velocities vnk,m , and effective mass tensor Mnk, jl , carefully interpolated
over a very dense k-space grid in order to reach a sufficient level of accuracy and
convergence; (ii) the relaxation time τnk, which includes all the information con-
cerning the carrier scattering. For the latter, the simplest and most common choice
is taking τnk as a constant; in this case, it follows immediately from (8.2) and (8.4)
that both Seebeck and Hall coefficient becomes τ -independent, which results in a
huge simplification of the calculations. However, this is a rather crude assumption,
since the temperature dependence is largely suppressed (an example will be shown
later on). A simple but effective alternative is assuming τnk = τ(εnk), and modeling
the energy-dependence in terms of a power λ whose value depends on the dominant
scattering mechanism:

τ(T, ε) = F(T )

(
ε − ε0

KBT

)λ

(8.5)

For F(T ) simple analytical forms can be employed,with parameters optimized for
the specific material [63, 64]. Alternatively, more accurate numerical models can be
used for τ(ε)written on the basis of fundamental parameters which can be estimated
from ab-initio calculations. As an example, the relaxation time expression for the
electron-acoustic phonon scattering, which dominates the conductivity at room-T in
case of conventional, non-polar semiconductors, is:

τ−1
AP(T, ε) = (2m̃)3/2KBT D2ε1/2

2π�4ρv2
s

(8.6)

Here key parameters to be determined by separate calculations are the sound ve-
locity vs , the geometrically averaged effective mass m̃, and the deformation potential
D, i.e. the linear change of electron energy at the band edge for an applied homo-
geneous strain, while ρ is the mass density of the system. Expressions for this and
other scattering types can be found in [65–71].

As a validation of the BBT calculations for oxides, an obvious test case is the
STO bulk, for which a massive amount of transport experiments exist in literature. In
Fig. 8.11 the comparison between calculated and measured Seebeck coefficients is
reported for electron-doped STO bulk. The experiments from [72] concern a series
of Sr1−xLaxTiO3 samples, corresponding to Hall-measured charge densities n3D =
8.8 × 1019 cm−3 (x = 0), 2.3 × 1020 cm−3 (x = 0.015), 1.2 × 1021 cm−3 (x = 0.05),
and 1.9 × 1021 cm−3 (x = 0.1). For the calculations, on the other hand, doping is
treated at the level of rigid band approximation, which is sufficient in 3D isotropic
bulk systems for these low doping concentrations. To appreciate the efficiency of
the scattering model, BBT results obtained within constant-τ approximation are
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Fig. 8.11 Calculated versus measured Seebeck for doped STO bulk. a BBT calculation assuming
constant τ ; b BBT calculations with phenomenological τ(ε) modeling described in 8.5 with λ =
3/2; c Seebeck measurements for La-doped STO. Panel (c) is a reprinted figure with permission
from [72]. Copyright 2001 by the American Physical Society

reported as well (Fig. 8.11a). The latter delivers flatter curves, which substantially
underestimate the measured values at room-T. On the other hand, using the simple
τ(ε) model reported in (8.5) with λ = 3/2, a nice agreement with the experiment
is restored for all the considered doping concentrations, except for the peak at low-
temperature measured for the low-doped (x = 0) sample, which is due to phonon-
drag and requires a separate treatment (described later on). In Fig. 8.11c themeasured
values are also well interpolated by an effective mass model (solid lines) which
includes the same λ = 3/2 scattering dependence of the BBT calculations: thus, we
can deduce that in order to obtain a good Seebeck description, the scattering model
in this case is more crucial than the actual ab-initio description of the bands. Clearly,
this is only valid in the specific conditions of low doping regime and 3D isotropic
band topology, which makes the single-band effective mass model adequate to the
aim.

The inclusion of an energy-dependent scattering rate is also instrumental to de-
scribe the temperature dependence of conductivity: in Fig. 8.12 the conductivity of
an electron-doped STO bulk is calculated by the BBT approach, and compared with
that measurements by Ohta et al. [73] for several La-doped and Nb-doped STO sam-
ples at high temperature. Again, we report both constant-τ (Fig. 8.12a) and model-τ
(Fig. 8.12b) calculations. The former decently reproduces the conductivity magni-
tude at room-T, but delivers a very flat temperature-dependent behavior. Using the
scattering rate model, on the other hand, a satisfying agreement with the measure-
ments is obtained, for the various samples.

Clearly, in order to have a meaningful evaluation of transport and thermoelectric
properties, a reliable estimate of the charge concentration present in the sample is
essential. Experimentally, the most common practice is the evaluation of the Hal-
l resistivity coefficient as RH

i jk = E j/Ji Bk , i.e. the ratio between the steady-state
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Fig. 8.12 Calculated versusmeasured conductivity for electron-dopedSTObulk.aBBTcalculation
assuming constant τ = 7 fs; b BBT calculations with phenomenological τ(ε) modeling described
in (8.5) with λ = 3/2; c Conductivity measurements from Ohta et al., adapted from [73]. In the
experiment, circlets and triangles are for La-doped and Nb-doped samples, respectively

transverse electric field E due to the Lorentz force, and the current in the drift direc-
tion J times the applied magnetic field B. It can be shown that in the Drude model
(we dropCartesian indices for simplicity) it is simply RH = ±1/(en), where the sign
± holds for holes and electrons, respectively, thus the measurement of RH is a useful
way to estimate both the concentration and the type of mobile carriers in the sample.
The deviation from the Drude model can be included in the more general expression
n = ±r H/(eRH ), where r H is called Hall factor. From the Hall coefficient, the Hall
mobility is determined as μH

i j = RH
ilmσmj , where μH

i j = ±r Hμi j . In practice, since
the experimental evaluation of r H is difficult and in most situations it is not much
different from unity, the equivalence between Hall and electron mobility is postu-
lated. In fact, r H depends on the scattering regime and may fluctuate by 20–30%,
depending on the specific case. From the theoretical viewpoint, on the other hand,
using (8.1)–(8.4) both Hall and electron mobilities (and in turn the Hall factor) can
be independently calculated. An example of this capability of the BBT approach is
furnished in [63], whose main results are reported in Fig. 8.13.

Here two Nb-doped STO samples (sample I and II) are considered; the charge
measured from inverseHall resistivity is reported in the left panels (blue squared sym-
bols). Let’s focus on sample I, for reference: as a function of temperature, (eRH )−1

displays a sinusoidal behavior, spanning a density range between 1.8 and 2.3 × 1019

cm−3; in order to reproduce this behavior, authors first calculated (eRH )−1 and r H

from (8.1) to (8.4) for a range of fixed n3D values spanning the above mentioned
experimental limits (red lines in the theoretical panels). It results that r H can sensibly
differ from unity in the range between 0 and room T, while its charge dependence
is weak and can be discarded, at least in the considered range of charge densities.
By rescaling the experimental (eRH )−1 with the calculated charge-averaged r H ,
the actual n3D = r H/(eRH ) versus temperature can be obtained (solid blue line in
the experimental panel). Finally, (eRH )−1 is recalculated again using as input this
n3D(T ) (open blue circles). We can see that the latter is in striking agreement with

fadley@physics.ucdavis.edu



200 A. Filippetti

Fig. 8.13 Left panels: measured and calculated inverse Hall resistivity for two Nb-doped STO
samples. Right panels: calculatedHall factors for the two samples. Reprinted figurewith permission
from [63]. Copyright 2013 by the American Physical Society

the ‘as measured’ Hall resistivity. This accord is not fortuitous, since the same level
of agreement is also recovered for sample II in Fig. 8.13.

In summary, these tests validate the application of the BBT plus model scattering
approach for the study of doped oxide systems, giving evidence that this method
represents a useful complement to the analysis based on Hall, transport, and thermo-
electric measurements.

8.2.4 Transport and Thermoelectric Properties of STO/LAO

The transport properties of STO/LAO are subject of an impressive amount of liter-
ature, too long, in fact, to be mentioned with any pretence of completeness. Here
we limit our interest to assess the qualitative accuracy of the BBT results, and their
usefulness in terms of fundamental interpretation of the STO/LAO phenomenology.
In particular, we are interested to discuss the transport properties in terms of their
charge density dependence. To the aim, we can use as experimental reference the
results reported in [57], where transport experiments are presented for a series of
STO/LAO samples fabricated using different growth temperature, in order to obtain
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Fig. 8.14 a 2D sheet resistivity (Rs , left vertical axis) and Hall-measured charge density (right
vertical axis) measured at room temperature for several STO/LAO samples, ordered along the
horizontal axis in termsof their growth temperatureTg . From [57].bBBT-calculations forSTO/LAO
with a variable amount of 2D charge density, reported in the legend. In the regions of low and high
density, the Fermi surfaces calculated at the corresponding densities are juxtaposed. Panel (a) is
reprinted from [57], with the permission of AIP Publishing

2DEG’s with a variety of charge densities. The experimental results are shown in
Fig. 8.14a.

At typical (“standard”) growth temperature Tg of about 900◦, STO/LAO displays
its usual value n2D ∼ 5 × 1013 cm−2; for a lower Tg = 650◦ the charge density is
reduced to 2 × 1012 cm−2, i.e. more than an order of magnitude smaller than the stan-
dard one. Correspondingly, the sheet resistivity rises by an order of magnitude, from
30 k� of the standard sample up to 300 k� of the low-density sample, as expected
from the inversely linear density dependence of resistivity. The BBT-calculated sheet
resistivity reported in Fig. 8.14b for a series of electron density levels, agrees well, at
least in terms of order of magnitude, with the measurements: at room temperature,
for n2D = 3.2 × 1012 cm−2 is Rs = 284 k�, and for n2D = 3.2 × 1013 cm−2 Rs =
13 k�.

Most of all, the theoretical analysis offers a simple interpretation of the charge-
density dependence of the samples in terms of band filling: according to [57], the
low-density sample has a much higher low-T mobility than the standard sample.
This is coherent with the description given in Sect. 8.2.2 of the progressive band
filling with the increasing charge density in the 2DEG, according to which below
a n2D threshold value ∼1.5 × 1013 cm−2, only the energy-lowest, light-mass dxy
band is filled, while above 3.5 × 1013 cm−2 the heavier dxz and dyz bands also come
into play, thus effectively reducing the overall mobility of the gas. However, this
aspect remains controversial since Shubnikov-de Haas measurements on STO/LAO
[56] suggest that even for the low-density samples, the contribution of dxz and dyz
to the 2DEG may be present. Indeed, fitting the oscillations of conductance ver-
sus 1/B, they extract an effective mass of 2.2 me which could be more compatible
with the light-mass band-bottom of dxz/dyz mixed orbitals resulting from the SO
inclusion, described in Sect. 8.2.2. For larger 2DEG density, on the other hand, the
multi-band behavior (at least for a certain range of temperatures) is evidenced by
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Fig. 8.15 Measured (a) versus calculated (b) thermopower for the 2DEG and several electron-
doped STO bulk samples. In the theoretical panel, two curves (in black) are present for STO/LAO:
the black-arrowed is for the half-electron charged 2DEG; the black solid is for the interface with
charge density equal to that effectively measured by Hall experiments in the STO/LAO sample (the
density is reported in the legend). Figure adapted from [64]

magnetotransport experiments showing non-linear Hall resistance versus magnetic
field [58, 74–77]. In [58], for example, it is shown that the transition from single-
band (linear Hall resistivity at B ∼ 0) to multi-band behavior can be controlled by
switching the gate field across a threshold value.

The thermoelectric properties of 2DEG systems have become a fascinating subject
since when a relevant enhancement of thermoelectric efficiency was revealed for
2D nanostructured tellurides, with respect to their 3D counterparts [78, 79]. While
this effect should be primarily attributed to the suppression of thermal conductivity
[80], works based on effective-mass model calculations speculated that the reduced
dimensionality could also produce a relevant increment of Seebeck coefficient, as
due to quantum confinement effects, thus stimulating thermopower measurements
in various oxide heterostructures [73, 81–83]. In particular, measurements on Nb-
doped STO superlattices [81] reported some large room-T Seebeck (order of 103

µV/K), thus inspiring analogous analysis for the STO/LAO interface [75, 76, 84,
85].

In [64] a comparedBBT and experimental analysis of transport and thermoelectric
properties for the STO/LAO interface is delivered. The most important results are
summarized in Fig. 8.15. For reference, STO/LAO (black lines) is compared with
several electron-doped STO bulk samples (colored lines). Again, we can appreci-
ate the good qualitative agreement between measurements and calculations for the
STO samples of various charge densities. For the 2DEG, two BBT calculations are
reported: one (black-arrowed line) concerns the polar-compensated system with 1/2
electron charge per unit interface; another curve (black solid line) is for STO/LAO
with a charge density n2D = 2.4 × 1013 cm−2 matching that measured for the sam-
ple shown in Fig. 8.15a. We see that the former largely underestimates the Seebeck
amplitude at any temperature, while the latter is close to that measured in the high-T
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regime.Nevertheless, at low-T themeasured value shows a huge deep associatedwith
the phonon-drag effect, which is not included in the calculation. This result is in line
with what previously seen for the electronic properties, i.e. the 2DEG phenomenol-
ogy is reproduced by the calculations only if the correct amount of charge density is
included in the system, while the fully compensated interface largely deviates from
the observations.

A second important aspect concerns the effect of reduced dimensionality: ap-
parently, the Seebeck amplitude for the 2DEG is not particularly incremented with
respect to the bulk values. Notice, however, that an unbiased comparison between
2D and 3D is problematic since thermopower is strictly dependent on the Fermi lev-
el and hence on the charge density. The conversion between n2D and n3D requires
the knowledge of the gas thickness L(n2D = n3DL), whose precise determination is
quite cumbersome, as evidenced by the range of widely scattered values reported in
literature (L ∼ 1−10 nm) [86, 87]. Since n2D for STO/LAO and n3D for bulk sam-
ples are known, it is possible to define an ‘equivalent’ length value Leq = n2D/n3D
(reported in the legend) which uniquely links STO/LAO with its doping-equivalent
STO value. Assuming this criterion of doping equivalence, from Fig. 8.15 we see
that only for extremely confined gases (Leq < 2 nm) the 2DEG Seebeck overcomes
its 3D analog, and even in this case the value is substantially of the same order of
magnitude. Thus, the claim of possible thermopower enhancement due to quantum
confinement appears unjustified, at least for what concern room-T.

At low temperature, however, the situation is quite different: for the 2DEG it
is observed a narrow deep peak centered around T = 50 K, which is only barely
visible in the STO bulk samples. This peak, called phonon-drag, has a different
origin with respect to the diffusive thermopower which dominates at room-T: the
latter is characterized by a roughly linear temperature dependence, and is due to the
carrier diffusion in direct response to the temperature gradient; on the other hand,
phonon-drag is an indirect, additional effect, due to the diffusion of phonons, which,
in situation of strong electron-phonon coupling, drag the electrons, thus causing an
additional thermoelectric response.

8.2.5 Analysis of Phonon-Drag in 2D Systems

The exceptional enhancement of the phonon-drag peak with respect to the 3D analog
at equivalent doping appears as the most evident signature of 2D quantum confine-
ment. To get more insights on this crucial aspect, in [88] a compared experimental
and theoretical analysis was performed for several STO/LAO samples and some Nb-
doped STO bulk samples as a counterpart. From the theoretical side, the formulation
of phonon-drag was originally presented by Bailyn for 3D [89], and then adapted
to 2D systems by Cantrell and Butcher [90, 91], based on the Boltzmann transport
equations for coupled electrons and phonons. The phonon-drag thermopower in the
direction j for a 2D system can be written:
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Now σ j is the 2D conductivity (thus in �−1); ε0n and Wn are and electron band
bottoms and bandwidths; Nq , ωq and τph(q) are phonon occupancy, frequency, and
relaxation time, respectively; qp and qz are in-plane and orthogonal phononwavevec-
tor components; A(q)Fn(qz) is the 2D electron-acoustic phonon coupling amplitude
in the deformation potential approach; Cn and Xn are coefficients depending on
electron and phonon energies. Here the crucial parameter is the electron-phonon
coupling amplitude over phonon scattering ratio, appearing at the end of the for-
mula: the electron-phonon scattering must be large with respect to phonon-phonon
scattering, in order to have large phonon-drag. This occurs only in a narrow temper-
ature range, since if T is too low the number of activated phonons and in turn the
electron-phonon scattering is also low, while if T is too large the phonon-phonon
scattering becomes dominant. In 2D, the phonon-drag enhancement is governed by
the form factor:

Fn(qz) =
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∫
t

dz ψ2
n (z) e

iqz z

∣∣∣∣∣∣
2

(8.8)

that is the Fourier transform of the squared electronic wavefunction of the 2D elec-
trons confined within a slice of thickness t . In the t → ∞ limit, Fn → δqz ,0, i.e. the
3D case is restored, with qz fully determined by the crystal momentum conserva-
tion, while in the t → 0 limit all qz’s up to the Debye wavelength contribute to the
coupling, and Fn = 1.

The most important results of [88] are summarized in Fig. 8.16. Here panels (a)
and (b) are Seebeck measurements for three STO/LAO interfaces and three STO
samples with different doping charges, respectively; the interfaces are characterized
by slightly different charge densities and mobilities, while the STO samples show
large variation in doping concentration. It is very clear that the phonon-drag peak
is well pronounced only at the interfaces, while in the STO bulk it is barely visible
or completely absent. Also, depending on the specific interface, peak values from
500µV/K up to well beyond 1000µV/K can be reached, while the peak position in
temperature is almost independent on the sample, and always located around 20 K.

The most important features of the 2DEGwhich determine the phonon-drag char-
acteristics are well explained by the simulations reported in Fig. 8.16c, d, obtained
according to the expressions in (8.7) and (8.8). We can see that the major qualitative
aspects are reproduced.Most importantly, the simulations highlight two fundamental
aspects: phonon-drag is amplified by both the increase of confinement (the 2DEG

fadley@physics.ucdavis.edu



8 Ab-Initio Calculations of TMO Band Structure 205

Fig. 8.16 a Seebeck measurement for several STO/LAO interfaces and b STO bulk samples with
different doping concentrations. c, d Phonon-drag calculations for the 2DEG with different thick-
ness (indicated in the legend) and effective masses. Panels (a) and (b) are reprinted figures with
permission from [88]. Copyright 2016 by the American Physical Society

thickness reported in the legend of panel d), or the increase of the effective masses,
which governs the in-plane localization. The phonon-drag peak is very sensitive to
both t and m, while its temperature position is substantially unchanged. According
to this analysis, phonon-drag emerges as a useful parameter to investigate the degree
of charge localization in 2DEG systems.

The possible presence of localized charges in STO/LAO is one of the major
subjects of discussion, and still an unsolved matter of debate for what concerns the
2DEG phenomenology. In the last few years, several experimental evidences were
furnished on the presence of heavy-mass polaronic states lying below the 2DEG
mobility edge [35, 92]. A direct evidence of these states was revealed by a very
peculiar thermopower behavior obtained at low temperature under large negative
gate field VG , i.e. in the heavily charge-depleted regime [36]: Seebeck was observed
to oscillate with regular frequency along with VG , and simultaneously diverge to
order of 10–100 mV/K for increasing negative field, until currents too small to be
measured were reached. In Fig. 8.17a the measured Seebeck under a negative VG
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Fig. 8.17 aMeasured thermopower at T = 4.2 K for applied negative gate field (depletion regime).
Different colors refer to different samples. Inset: thermopower measured for positive gate field
(accumulation regime). b Model density of states which simulate an array of polaronic bands
located in a 40 meV region below the conduction band edge. c Calculated phonon-drag versus
Fermi energy for the model system illustrated in (b); d calculated diffusive Seebeck versus EF for
the model system in (b). Figures from [36] distributed under a Creative Commons CC-BY license

applied in bottom-gated mode (thus exploring the depleted regime) is reported for
three STO/LAO samples corresponding to different colors; in the inset, Seebeck
under positive VG (accumulation regime) is also reported. Only in the depletion
conditions the oscillatory regime is found, while in accumulation Seebeck displays
an ordinary behavior. The rationale of this findingwas attributed to a gigantic phonon-
drag effect, induced by the crossing of the Fermi level through a series of polaronic
states (Fig. 8.17b) regularly distributedwithin a 40meV energy range, with very large
effective masses, bandwidths of a few meV, and charge densities smaller than 1011

cm−2. Notice that in case of wider bands, phonon-drag would be order-of-magnitude
smaller than the observed. This huge phonon-drag is an intriguing manifestation of
the effect discussed above, and resides in the enhanced ratio of electron-acoustic
phonon scattering over phonon-phonon scattering.

The phonon-drag calculation versus Fermi energy (Fig. 8.17c) obtained for this
model band structure reproduces all themain qualitative features of themeasurement,
at variance with the diffusive component displayed in Fig. 8.17d for the same model.
In fact, by definition, the diffusive contribution must always oscillate around zero
when EF crosses isolated bands. In other words, diffusive Seebeck can oscillate
or even diverge, but never oscillate and diverge simultaneously, as found in the
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experiments. It should be emphasized that this experiment is an excellent example
of the fact that thermoelectric measurements under gate field can be a very accurate
and powerful form of spectroscopy to probe fine details of the electronic structure at
low-temperature for oxide heterostructures and 2DEG systems in general.

8.3 Conclusions

The STO/LAO interface is certainly one of the most studied materials of the last 30
years in physics; this enormous interest is justified not only by the huge potential for
future nanoelectronic applications, but also by the extraordinary range of unexpect-
ed fundamental properties revealed for this material, which only in minimal portion
have been recollected in this review. This richness of phenomenology has represented
over the years a formidable opportunity but also a challenge for the most advanced
ab-initio theoretical approaches, which struggled to correctly reproduce and interpret
the variety of observations reported for STO/LAO. After more than ten years since
its discovery, we can safely attest that these theories are capable to describe with
satisfying accuracy a range of fundamental aspects concerning structural and elec-
tronic properties, but only if the pristine, stoichiometric interface is assumed. Alas,
many of the reported characterizations are probably related to non-stoichiometric,
extrinsic features, which only on a very limited extent can be included in the ab-initio
treatment, for the reasons brieflymentioned at the beginning of this review. It follows
that a number of fundamental aspects are almost completely uncovered, or covered
on a very limited extent, by realistic simulations: of those, the most crucial proba-
bly concern oxygen vacancies and cation mixing at realistic concentrations, surface
reconstruction, and structural disorder in general. Some of the most striking phe-
nomena observed in STO/LAO, such as charge localization (e.g. polarons, defects),
magnetism and superconductivity, are only barely approached by the calculations,
and certainly with simplifications which make predictions very questionable. For
some specific properties, like electrical transport, thermopower, and phonon-drag,
we gave evidence here that a satisfying compromise between accuracy and feasi-
bility can be achieved if the ab-initio band-energy results are complemented by the
semi-classical Bloch-Boltzmann transport theory, and by analytical modeling for
the formulation of electron and phonon scattering rates. We believe that this multi-
methodological approach mixing ab-initio and model theories can be, at least in the
short run, themost efficient way to attack some of the properties of oxide heterostruc-
tures, at least until a huge quantum leap in computational capability will be achieved,
thus allowing full ab-initio simulations on a very large atomic scale.[93–95]
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Chapter 9
Dynamical Mean Field Theory for Oxide
Heterostructures

O. Janson, Z. Zhong, G. Sangiovanni and K. Held

Abstract Transition metal oxide heterostructures often, but by far not always,
exhibit strong electronic correlations. State-of-the-art calculations account for these
by dynamical mean field theory (DMFT).We discuss the physical situations in which
DMFT is needed, not needed, and where it is actually not sufficient. By means of
an example, SrVO3/SrTiO3, we discuss step-by-step and figure-by-figure a density
functional theory (DFT) +DMFT calculation. The second part reviewsDFT+DMFT
calculations for oxide heterostructure focusing on titanates, nickelates, vanadates,
and ruthenates.

9.1 Introduction

The extraordinary progress to grow heterostructures of transition metal oxides,
atomic-layer-by-atomic-layer, cherished hopes of discovering novel physical phe-
nomena that are non-existing in conventional semiconductor heterostructures.
Arguably the most remarkable difference and breeding ground for these hopes is
the fact that transition metal oxides are often strongly correlated materials. Thence
unconventional and unexpected states or colossal responses are imaginable. Hand-
in-hand with the experimental analysis of prospective correlation phenomena we
need a theoretical tool to address electronic correlations in oxide heterostructures.
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Obviously this requires going beyond density functional theory (DFT), see Chap. 8.
It is instead the realm of dynamical mean field theory (DMFT) [1–3] and its merger
with DFT for real materials calculations [4, 5].

Before turning to this method, let us here in the Introduction address the ques-
tions: For which oxide heterostructures are electronic correlations important so that
DMFT is needed? Actually, for many oxide heterostructures studied experimentally
electronic correlations are not that strong. In particular the LaAlO3/SrTiO3 proto-
type [6], which has been at the focus of the experimental efforts at the dawn of the
research field, is not strongly correlated. The reason for this is that SrTiO3 is a band
insulator with empty Ti-d orbitals. Through the polar catastrophe or oxygen defects,
these Ti-bands are doped, but only slightly. With only a few charge carriers in the
Ti-d orbitals we are far away from an integer filling of the d orbitals, and the d
electrons can quite freely move around the interface without often seeing a Ti site
already occupied with a d-electron and hence prone to a strong Coulomb interaction.
Therefore not surprisingly DFT or even a simple tight binding modeling [7] are suffi-
cient to reproduce or predict the angular resolved photoemission spectroscopy (PES,
ARPES) spectra [8–10]. Let us note that there might be localization of (some of) the
d-electrons at oxygen defects [11–14], cf. Chap.5. For this localization electronic
correlations play a role.

In general, electronic correlations are strong whenever we are at or close to an
integer filling of the d-orbitals in some of the layers or at some of the sites. In
this situation the Coulomb repulsion U is strong and hence important. It suppresses
the mobility of the charge carriers, leads to a strongly correlated metal with strong
quasiparticle renormalization or even to a Mott insulating state [15]. Correlations
may be stronger [16, 17] or weaker [18] than in the corresponding bulk state. This
kind of physics is included in DMFT and described by its local but dynamic correla-
tions. Another situationwhere electronic correlations are important is a Hund’smetal
[19, 20] where several d electrons form a local magnetic moment; the Hund’s
exchange J , and not the Coulomb repulsion U plays the decisive role. Here, the
effect of electronic correlations is less pronounced in the one-particle spectrum, but
is strongly reflected in two-particle correlation functions such as e.g. the magnetic
susceptibility.

Electronic correlations can give rise to magnetic and/or orbital ordering. Indeed
magnetism and possible spintronic applications is one of the prospective advantages
of oxide heterostructures. Such an ordering can already be described by the simpler
DFT +U [21] which is a Hartree-Fock treatment and hence does not include genuine
correlations. Indeed, a fully polarized ferromagnet is a single Slater determinant and
such a ground state is perfectly accounted for in DFT +U . What DMFT additionally
covers is the correlated paramagnetic state which competes with the magnetic state.
This competition is most relevant for the question whether there is ordering or not.
Hence DMFT is superior to DFT +U in its predictive power regarding ordering and
also allows us to calculate the critical temperature without further approximations
or without an adjustment of U .

For the PES also the excited states are important even if the ground state is a
single Slater determinant. In this respect, DMFT e.g. describes the extra spin-polaron
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peaks [22] in the spectrum of an antiferromagnet which is beyond the Hartree-Fock
physics of DFT + U . A symmetry broken DFT + U calculation is often employed
for mimicking a localized state also in the paramagnetic phase. An example are the
localized states at oxygen vacancies mentioned above which can be described in
both, DMFT [11] and DFT + U [14, 23, 24]. For the PES, DFT + U is at least a
valid first approximation. Some aspects such as the spin-polaron peaks are missing,
but a gap in the spectrum and a localized state can be described this way.

An important aspect of magnetism is the screening of the magnetic moment.
Even though we might have a magnetic moment on the femtosecond time scale, this
moment and its direction might fluctuate in time [25]. It is screened. Obviously this
is an effect of dynamic correlations included in DMFT, but neither in DFT nor DFT +
U . This suppression of the long-time magnetic moment is important for magnetism
[20, 26]. Indeed it is one physical reason why there is no magnetism even if it is
predicted by DFT which usually underestimates correlations and tendencies towards
magnetic ordering in transition metal oxides. Note that DFT +U , on the other hand,
grossly overestimates tendencies of magnetic ordering because its only way to avoid
the interaction U is ordering. The screening is a further reason why DMFT is more
reliable regarding predictions of magnetic ordering. Let us add that experimentally
the short-time localmoment is discernible in fast, e.g.,X-ray absorption, experiments,
whereas no moment will be seen in experiments on a longer time scale, e.g., when
measuring the magnetic susceptibility.

DMFT includes local dynamic (quantum) correlations, but neglects spatial corre-
lations. Such non-local correlations can bemore important at lower temperatures and
for lower dimensional systems. Thence they may be also important for oxide het-
erostructures which are intrinsically two-dimensional. Non-local correlations give
rise to additional physical phenomena beyond the realm of DMFT; and one should
always be aware of the limitations of the method employed. Physical phenomena
that might be relevant for oxide heterostructures and rely on such non-local corre-
lations are: excitons and further vertex corrections to the conductivity such as weak
localization, spin fluctuations that might suppress the DMFT-calculated critical tem-
perature for magnetic ordering, and unconventional superconductivity. Often such
phenomena can be understood in terms of simple ladder diagrams in orders of U ,
a treatment which is however not sufficient if correlations are truly strong. Cluster
[27] and diagrammatic extensions [28–32] of DMFT which include all the local
DMFT correlations but also non-local correlations beyond are a promising way to
include such effects. The latter diagrammatic extensions describe a similar physics
understood by the aforementioned ladder diagrams at weak coupling, but now for
a strongly correlated system including all the DMFT correlations, e.g., the quasi-
particle renormalization. These non-local approaches might, in the future, help us
understand non-local correlations, but for the time being DMFT is state-of-the-art
for correlations in oxide heterostructures and it will remain the method of choice
whenever local correlations play the dominant role.

In this chapter, we review the DFT + DMFT approach and its application to oxide
heterostructures. Section9.2 is devoted to methodological aspects. After explaining
the advantages of aDFT+DMFT treatment (Sect. 9.2.1), we guide the reader through
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themain steps of aDFT+DMFTcalculation for a typical correlatedheterostructure—
a bilayer of SrVO3 on a SrTiO3 substrate (Sect. 9.2.2). We also briefly discuss how
DFT + DMFT results can be compared with the experimental spectra (Sect. 9.2.3).

Section9.3 reviews the results obtained so far by DFT + DMFT for oxide het-
erostructures, focusing on titanates, nickelates, vanadates and ruthenates. We start in
Sect. 9.3.1 with titanates, for which electronic reconstruction can lead to a metallic
interface but also oxygen vacancies are relevant as a competing mechanism and can
give rise to localized states. In Sect. 9.3.2 we turn to nickelates which were the first
oxide heterostructure studied in DFT + DMFT. Here, heterostructuring might give
rise to a cuprate-like Fermi surface or topological states depending on the direction
of stacking. Results for vanadates which hint at possible applications of oxide het-
erostructures as solar cells or as Mott transistors follow in Sect. 9.3.3. Section9.3.4
is devoted to ruthenates which are arguably most promising for ferromagnetism and
spintronic applications. Finally Sect. 9.4 summarizes the chapter and provides a brief
outlook.

9.2 Steps of a DFT + DMFT Calculation Illustrated
by SVO/STO Heterostructures

To illustrate the DFT +DMFTmethod, we select a numerically tractable, yet instruc-
tive correlated compound—the cubic perovskite SrVO3 (Fig. 9.1). Being a rare exam-
ple of a metallic V4+ compound, it shows distinct fingerprints of a correlated metal:
the pronounced lower Hubbard band observed in PES [33], the quasiparticle peak
seen in ARPES [34], and the upper Hubbard band in X-ray absorption [35]. From
the computational viewpoint, the high crystal symmetry and the d1 electronic con-
figuration render SrVO3 a convenient material for testing new numerical techniques.

The strength of electronic correlations can be drastically affected by a dimensional
reduction, as it is indeed the case for ultrathin SrVO3 layers grown on SrTiO3. Here,
the reduction of the SrVO3 film thickness down to two monolayers leads to a metal-
insulator transition [36] and the formation of quantum well states with an anomalous
effective mass [10]. In this chapter, we will use such a 2SVO/4STO heterostructure,
consisting of a SrVO3 bilayer on four SrTiO3 substrate layers, as a model system to
guide the reader through the main steps of a DFT + DMFT calculation.

9.2.1 Motivation for DFT + DMFT: The Electronic Structure
of Bulk SrVO3

Before introducing the method, we briefly explain the advantages of DFT + DMFT
over conventional DFT techniques and DFT + U . To this end, we consider bulk
SrVO3. V atoms in its crystal structure are located in 1b Wyckoff positions with the
point group symmetrym3̄m. Ford electrons (l =2), the irreducible representations are
Eg (twofold degenerate) and T2g (threefold degenerate). The electrostatic repulsion
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Fig. 9.1 Left: DFT band structure (black dashed lines) and the V t2g bands (red solid lines) cal-
culated for bulk SrVO3. Right top: SrVO3 perovskite cell with V (blue), Sr (green) and O (red)
atoms are shown on the right. Right bottom: SrVO3/SrTiO3 heterostructure containing two SrVO3
layers on a substrate of four SrTiO3 and 10Å of vacuum. The spatial confinement along z leads to
quantized energy levels indicated by arrows for the vanadium yz/xz orbitals at Γ in the left panel

between the V d and O p electrons (the crystal field) pushes the eg orbitals higher
in energy, and the single d electron of V is distributed over the three degenerate t2g
orbitals.

The DFT band structure of bulk SrVO3 is shown in Fig. 9.1a. At the Γ point, the
three t2g bands are degenerate in accord with the space group representation. For
an arbitrary k-point, e.g. on the Γ -X (π/a, 0, 0) path, this degeneracy is partially
lifted, and one of the bands (corresponding to the yz orbital along Γ -X) shows a
minute dispersion (∼0.12eV), whereas the two degenerate bands (xy and xz orbitals)
have a sizable dispersion of ∼1.9eV since the orbital lobes are extended in the x
direction. If we integrate the DFT bands over the Brillouin zone to obtain the density
of states (DOS), it becomes clear that DFT fails to describe the experimental spectral
features: the DFT DOS in Fig. 9.2a lacks the Hubbard bands, whereas the width of
the quasiparticle peak is considerably overestimated (Fig. 9.2d).

The simplest DFT-based scheme which accounts for on-site interactions in a
static mean-field way is DFT +U . By construction, this method favors integer orbital
occupations [37] and therefore is particularly suitable for orbitally-ordered insulators,
but its applicability to correlatedmetals is at best limited [38]. Indeed, for SrVO3 DFT
+ U not only fails to describe the band renormalization, but even yields a spurious
magnetic ground state (Fig. 9.2b).

The idea of DFT + U is to add correlation effects to the DFT on the Hartree-
Fock level. In this way, the DFT Hamiltonian is supplemented with a purely real
and constant self-energy Σ for V d states. DMFT may be seen as a dynamical
version of DFT + U , i.e. it accounts also for local scattering processes, and the
self-energyΣ in DMFT becomes complex and frequency-dependent. This describes
(temperature-dependent) scattering processes, which lead to a finite life time. Thus,
instead of the DOS, the spectrum of an interacting system is described by the spectral
function A(k,ω). The room-temperature DFT + DMFT spectral function for bulk
SrVO3 is shown Fig. 9.2c. By comparing it with the experimental spectra in Fig. 9.2d,
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Fig. 9.2 V t2g DOS in aDFT yielding a nonmagnetic ground state, bDFT +U (Ud =2eV) yielding
a half-metallic magnetic state with half-filled majority states (red), and c DFT + DMFT yielding
a nonmagnetic solution with lower Hubbard band, the upper Hubbard band, and the quasiparticle
peak. The DFT + DMFT results show good agreement with the experiment [33] in (d), which can
be further improved by including SrVO3 surface spectral contributions (grey)

we find a considerable improvement over DFT: all spectral features are reproduced,
and the width of the quasiparticle peak is in good agreement with the ARPES data.

9.2.2 Workflow of a DFT + DMFT Calculation

The main steps of a DFT + DMFT calculation are1: (i) construction of the unit
cell, (ii) a DFT calculation, (iii) construction of the low-energy Hamiltonian, (iv)
mapping the lattice Hamiltonian onto a set of single-site impurity problems (DMFT),
(v) a numerical solution of the resulting single-site models, (vi) adding the double-
counting correction, and (vii) a necessary postprocessing to compute the observables.
The way these basic blocks are combined into a computational scheme depends on
the implementation and the convergence criterion. In the standard DFT + DMFT
scheme, the step (ii) is repeated to converge the electronic density on the DFT level
and the steps (v) and (vi) are iterated until the self-energy is converged [4]. In charge-
self-consistent calculations, the sequence of steps (ii)–(vi) is repeated until charge
redistributions become small [39–41]. Most computationally demanding schemes
involve structural relaxations: the charge redistributions yielded by DMFT are used
to calculate forces and provide a new structural input, going back to the step (i) [42].
Such a calculation terminates once the changes in the crystal structure become small
enough.

1For further details and the theoretical background we refer the reader to [4].
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Next, we illustrate all steps in more detail using as an example two SrVO3 layers
on top of a SrTiO3 substrate (modeled by four layers), following [17]. The starting
point of a DFT + DMFT calculation is the construction of a unit cell. For (001)
heterostructures, it is convenient to think of the SrVO3 perovskite structure as a
periodic alternation of SrO and VO2 monolayers. By stacking such monolayers on
top of each other, we construct a unit cell with two VO2 layers, four TiO2 layers,
and seven SrO layers. Both terminal layers are SrO monolayers, which ensures that
transition metal atoms (V and Ti) have an octahedral coordination. Finally, we make
the system effectively two-dimensional by adding a sufficiently thick (10Å) vacuum
layer along the z direction, leading to an elongated unit cell shown in the right panel
of Fig. 9.1b. The lateral lattice constant a of this tetragonal cell is fixed to that of the
SrTiO3 substrate (a =3.92Å), while all the internal coordinates are optimized inDFT.
This latter step is crucial, because surface and strain effects can have a big impact
on the crystal structure. For instance, a DFT relaxation of 2SVO/4STO yields an
inward drift of the surface Sr atom by ∼0.25Å.

The next step is a DFT calculation. Here, we consider the simplest DFT + DMFT
scheme: DFT convergence is reached before going to the next step. At present, a
plethora of very accurate DFT codes exists [43]; here, we choose the all-electron full
potential augmented plane-wavemethod implemented inWien2k [44]. It is important
to keep in mind that DFT + DMFT results can in some cases sensibly depend on
the chosen DFT functional. Most DFT + DMFT studies employ either the local
density approximation (LDA) [45, 46] or the generalized gradient approximation
(GGA) [47]; here we will use the latter. Finally, DFT calculations are performed on
a k-mesh, and heterostructures have the advantage of the reduced dimensionality.
DFT calculations presented here are performed on a 10 × 10 × 1 k-mesh.

TheGGAband structure of the 2SVO/4STOheterostructure is shown in Fig. 9.1b.
The thicket of bands above the Fermi energy are mostly unoccupied Ti t2g states that
will be neglected later in the low-energy model [48]. Moreover, the unit cell has
now two inequivalent VO2 monolayers, which doubles the number of V bands. But
the main difference is that the electronic structure becomes two-dimensional: The
insulating SrTiO3 substrate on one side and the vacuum on the other side confine the
V d electrons to move in the plane of the bilayer. The partially broken translational
symmetry reduces the V point group to 4mm, and the t2g bands at Γ split into a1g
(xy) and e′

g (yz and xz) manifolds. Moreover, the dissimilar potential felt by V atoms
in the surface and subsurface VO2 layers lifts the degeneracy between the V sites.

DFT results can be used to construct a low-energy model and parameterize its
tight-binding part. To this end, the DFT Hamiltonian HDFT is projected onto a set
of localized orbitals. The choice of this correlated subspace depends on the nature
of the compound as well as on the problem at hand. For instance, to describe the
spectrumof a charge-transfer insulator, one needs to include ligand p states. But in the
case of SrVO3, a natural choice for the minimal model is to select the subspace
of V t2g orbitals. Since there are two inequivalent V atoms in the 2SVO/4STO
heterostructure, the number of orbitals, and hence the dimension of the Hamiltonian
matrix are doubled. Using this basis, we search for a tight-binding Hamiltonian
HTB, which reproduces the DFT band structure in the corresponding energy range.
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Table 9.1 Leading transfer integrals ti j (Ri j ) (in meV) for bulk SVO and a 2SVO/4STO het-
erostructure: onsite terms (first row) and nearest neighbor hopping (along x ; second row). Due to
the mutual orthogonality of t2g orbitals, only neighboring terms with the same orbital character are
nonzero

Transfer integral bulk SrVO3 2SVO/4STO heterostructure

Surface V Subsurface V

xy yz xz xy yz xz xy yz xz

Onsite energies
(|Rij|=0)

579 579 579 399 576 576 540 574 574

Nearest-neighbors
along x (Rij =a)

−259 −26 −259 −243 −37 −180 −241 −33 −262

We therefore construct V-centered maximally localized Wannier orbitals [49–51]
using the Wannier90 code [52] and the wien2wannier [53] interface which has been
integrated into Wien2k recently.

From the maximally localized Wannier functions, we obtain matrix elements of
the 6 × 6 HTB(k) matrix that have the form

∑
i j ti j exp (iRi j · k), where ti j is the

transfer integral (hopping) between the orbitals i , and Ri j connects their centers.
The leading ti j terms are listed in Table9.1. The main effect of the confinement is
the drastic reduction of the onsite energy for the V xy orbital of the surface layer,
ensuing from the surface reconstruction (the inward drift of surface Sr atoms).

HTB(k) describes transfer processes of the low-energy model. In the spirit of the
Hubbard model, we supplement this Hamiltonian with an onsite interaction term. In
the general case, the onsite interaction is described by the interaction vertex Ulmno,
where l,m, n, and o and orbital indices. For practical purposes, simplified versions of
this form are typically used [19], e.g. the reduction to the density-density interaction
[l = m (same spin), and n = o (same spin)]. Here, we use the rotationally invariant
form given by Kanamori (l = m and n = o), which in addition to density-density
interactions, accounts accounts for spin exchange and pair hopping processes. The
Kanamori Hamiltonian has two parameters: the intra-orbital Coulomb repulsion U
and the Hund’s exchange J , while the inter-orbital Coulomb repulsion U ′ =U − 2J
follows from the symmetry. For V d orbitals, we adoptU ′ =3.55eV from constrained
LDA calculations [33, 54] and J =0.75eV, which is a standard value for early 3d
metal oxides.

The resulting Hamiltonian represents a multi-orbital Hubbard model on a two-
dimensional lattice. DMFT provides an approximate solution of it, by performing
a mapping onto a set of single-site Anderson impurity problems. The unit cells of
heterostructures often consist of many (two in the case of 2SVO/4STO) correlated
atoms, and therefore this mapping involves several steps. First, we denote with n and
m the number of atoms in the cell and the number of orbitals per atom, respectively
(for the SVO bilayer and V t2g orbitals we have n =2 and m =3). Depending on the
number and on the type of Wannier functions chosen, the m orbitals associated to
each atom can be either considered all as correlated (e.g. the three t2g-orbitals here)
or can be further split in a subset of correlated ones and a subset of “ligands” (e.g.
p-orbitals). In the latter case the ligands are formally associated to one of the n atoms
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in the cell, but this is only an arbitrary assignment. In the standard treatment, the
interaction term affects only the d correlated orbitals and it is applied locally to each
of the n atoms.

We first define the local Green’s function G loc:

G loc(ω) =
∑

k

[(ω + μ) I − H(k) − Σ(ω) − HDC]
−1 , (9.1)

whereω is the complex frequency,μ is the chemical potential, I is the unitary matrix
and Σ(ω) the self energy matrix of dimension mn × mn. The latter is usually set to
zero in the first DMFT cycle, and HDC is the double-counting correction, which will
be discussed later.

We now consider the i-th atom and start to construct the corresponding impu-
rity problem. The i-th m × m block along the diagonal of G loc is denoted as G loc,i

(0< i ≤n). The i-th impurity Weiss’ field Gi is constructed by inverting the corre-
sponding G loc,i :

Gi (ω) = [
(G loc,i )

−1 + Σi (ω)
]−1

, (9.2)

where Σi (ω) is now a m × m diagonal matrix containing the self-energy of that
block. It is important to note that Gi(ω) contains nonlocal contributions stemming
from the off-block-diagonal elements of HTB, that enter G loc (and hence G loc,i ) by
matrix inversion in (9.1).

The impurity Green’s function Gi (ω) allows us to formulate the corresponding
Anderson impurity problem, amenable to a numerical solution. Various techniques
can be used [2, 4], yet presently the method of choice is the continuous time quan-
tum Monte Carlo in the hybridization expansion (CT-HYB, see [55] for a review;
an implementation for the Kanamori Hamiltonian is discussed in [56]). The main
parameters of a CT-HYB calculation are the inverse temperature β (β =39.6eV−1

corresponds to room temperature), the interaction parameters and the number of
Monte Carlo sweeps. After the CT-HYB calculations (n of them or less, in case
some of the atoms are locally equivalent) we access the set of self-energies Σi (ω)

(0< i ≤n). This in turn allows for the construction of a new local Green’s function
G loc for the whole heterostructure, as in (9.1). Let us stress again that in DMFT the
self-energy is frequency-dependent, but does not depend on k, because the impurity
model is a local problem.With the newGreen’s function, we can start another DMFT
cycle. This procedure is repeated until convergence.

The only term that we have not discussed so far is the double-counting correction
HDC (9.1). The underlying idea is to subtract those contributions toΣi that are already
accounted for by the GGA. Unfortunately, GGA lacks a diagrammatic description,
and such contributions can not be determined rigorously. Several forms of HDC

have been proposed, but no general solution to this conundrum exists, a problem
also relevant for DFT + U . However, in our calculation with t2g-orbitals only, the
symmetry is close to cubic, and HDC is equivalent to a trivial shift of the chemical
potential μ [4].
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Several remarks concerning the performance should be made. For typical (not
too large) supercells, the computationally most time-consuming step is solving the
DMFT impurity problems. Here, the crucial parameter is the number of orbitals
(m), because for CT-HYB the computational time scales exponentially with m. In
contrast, the number of sites (n) defines the number of impurity problems to solve,
and the computational time scales only linearly with n. For larger supercells the
matrix inversion in (9.1) which scales like (mn)3 (or best ∼ (mn)2.373) becomes the
bottleneck.

9.2.3 Comparison with the Experiment

The final step of a DFT + DMFT calculation is postprocessing. CT-QMC calcu-
lates Green’s functions G(iω) on the imaginary frequency (Matsubara) axis and
an analytical continuation is required in order to compare with the experimental
A(ω) spectra. Although there exists a one-to-one correspondence between G(ω)

and G(iω), a straightforward solution is practically impossible. The root cause of
the problem are statistical errors in G(iω) that give rise to huge differences in the
analytically-continued G(ω). A standard solution to this problem is the maximum
entropy method [57].

After an analytical continuation of the self-energy, the spectral function A(k,ω)

can be evaluated as

A(k, ω) = − 1

π
ImG(k, ω) = − 1

π
Im[(ω + μ) Im ⊗ In − H(k) − Σ(ω) − HDC]

−1.

(9.3)
Orbital occupations can be obtained by integrating the respective diagonal ele-

ments of A(k,ω) over the Brillouin zone in the negative frequency range up to the
Fermi energy.

We are now in the position to compare the DFT + DMFT spectral functions
with the DOS and in this way evaluate the effect of electronic correlations. The left
panels of Fig. 9.3 show the layer- and orbital-resolved DOS for the 2SVO/4STO
heterostructure, with the nonzero DOS at the Fermi level indicating that both layers
are metallic. The xy DOS is similar to bulk SrVO3, but for the yz/xz orbitals the con-
finement in the z direction leads to two peaks in the Fig. 9.3a, b and a narrowing of the
DOS. The yz/xz DOS center of mass is shifted upwards to higher energies compare
the onsite terms in Table9.1. Figure9.3 (right) shows the room-temperature DFT +
DMFT spectral functions for 2SVO/4STO. The effect of correlations is dramatic
[17]: In the surface layer, they trigger the orbital polarization which renders the xy
orbital half-filled. At half-filling, the intraorbital Coulomb repulsion is particularly
efficient, and it splits the spectrum into lower and upper Hubbard bands, stabilizing
the Mott insulating state. The subsurface layer also becomes insulating, albeit with
a weaker orbital polarization and a much narrower gap.

fadley@physics.ucdavis.edu



9 Dynamical Mean Field Theory for Oxide Heterostructures 225

Fig. 9.3 Layer- and orbital-resolved DOS (left) and the respective DFT +DMFT spectral functions
(right) of the 2SVO/4STO heterostructure, compared to bulk SrVO3 (dashed line) (adapted from
[17])

Fig. 9.4 a Real and b imaginary part of the layer- and orbital-resolved DMFT self-energy for
2SVO/4STO as a function of real frequency ω. Results for bulk SrVO3 are shown to illustrate the
effect of dimensional reduction

Figure9.4 shows the self-energy Σ(ω) of the 2SVO/4STO heterostructure. Cor-
relations in the xy orbital are particularly strong, as reflected in the sizable frequency
dependence of ReΣ . At higher frequencies, the DMFT self-energy recovers the
static Hartree shift, but it is the low energy part of ReΣ which deviates strongly for
the different orbitals, enhances the DFT crystal field splitting and leads to insulating
SVO layers, similar as in [58].

From the metallic-like behavior of ImΣ , we can conclude that the 2SVO/4STO
heterostructure is on the verge of a Mott transition. Switching between metallic and
insulating regimes can be achieved by strain, doping, applying external electric field,
or capping the surface layer. DFT + DMFT is an excellent computational tool to
explore these possibilities and evaluate the optimal way to tune the physics of this
interesting system [17].
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9.3 Applications

After the discovery of the emergent metallicity at the LaTiO3/SrTiO3 interfaces, one
of the major challenges for theory was to explain the mechanism underlying the for-
mation of the metallic state at the interface between a band insulator (SrTiO3) and a
Mott insulator (LaTiO3). This dichotomy motivated Okamoto and Millis to build up
the concept of “electronic reconstruction”, extending earlier ideas for fullerenes [59]
to oxides. The first model calculations [60, 61] along these lines included correlation
effects on the Hartree-Fock level. ADMFTmodel calculation for the LaTiO3/SrTiO3

heterostructure followed [62], showing a “leakage” of electrons from the Mott- to
the band-insulating side. This gives rise to a partially filled d-shell at the interface
layer which facilitates conductivity. Even though the low-energy model comprised
a single orbital only, these results strongly contributed to the understanding of the
electronic reconstruction mechanism. Later realistic DFT + DMFT calculations for
oxide heterostructures followed, starting with the work of Hansmann et al. for nick-
elates [63]. In the following four Sections we review DFT + DMFT calculations for
oxide heterostructures, which focused hitherto on titanates, nickelates, vanadates,
and ruthenates.

9.3.1 Titanates

Titanates are by far the most studied class of oxide heterostructures. At the same
time, they are arguably also the best understood class, and the main ingredients of
their emergent behaviors are known from detailed DFT + DMFT studies, pioneered
by Lechermann et al. [11, 64–66]. In particular, this is the case for LaTiO3/SrTiO3

(LTO/STO) where DFT + DMFT is needed to properly describe the Mott insulator
LTO. In the LaAlO3/SrTiO3 heterostructure on the other hand, which is experimen-
tally most frequently studied, LaAlO3 (LAO) is instead a simple band insulator. The
metallic state induced by a slight doping due to oxygen vacancies or electronic recon-
struction, is hence only weakly correlated. This situation in LAO/STO can be well
described by DFT, except for states localized at the oxygen vacancies.

State-of-the-art DFT + DMFT(CT-HYB) calculations for the LTO/STO het-
erostructure started with Lechermann et al. [64] who reported the formation of a
quasiparticle peak primarily of dxy-orbital character, due to the lifted t2g-degeneracy
and in line with the experimental observations. A subsequent study focused on the
magnetic properties and revealed that ferromagnetism is stabilized by the joint effect
of electronic correlations and oxygen vacancies [65]. The role of the latter is a
question of fundamental importance, and DFT + U (see e.g. [24]) and DFT +
DMFT [11, 66, 67] studies are at the forefront of the research. DFT + DMFT indi-
cates the formation of in-gap states in LAO/STO [65–67], in good agreement with
PES measurements, cf. Chaps. 5 and 6. This is definitely one of the most promising
directions of investigation, even though the presence of oxygen vacancies increases
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the computational effort tremendously. The strongly correlated nature of such defect
states gives rise to a strong sensitivity of the electronic properties to small changes in
the interaction parameters or local distortions ensuing from the structural relaxation.

Another important aspect are local distortions and rotations of the oxygen octa-
hedra. Their role in stabilizing an insulating state in bulk d1 titanates has been advo-
cated by Pavarini et al. [68, 69]. Heterostructuring strongly affects these distortions
and rotations because of strain and breaking translational invariance. Dymkowski
and Ederer found in DFT + DFMT that compressive strain reduces the t2g-splitting
which is intimately related to the collective tilts and rotations, and eventually turns
LaTiO3 into a metal [70].

More recently a promising route towards new electronic behaviors, the so-called
δ-doping, has been proposed, i.e., adding a single impurity layer into a layered
superlattice. To this end, one of the LaO layers in a large LaTiO3 supercell has been
replaced by an SrO layer and studied using DFT + DMFT [71]. It was found that
depending on the distance from the interface, titanate layers exhibit three distinct
electronic states [71].

9.3.2 Nickelates

Bulk rare-earth nickelates RNiO3 with trivalent Ni3+ exhibit interesting electronic,
magnetic and transport properties [72–74]. One of the most remarkable phenomena
is the metal-insulator transition observed in all RNiO3 materials except for LaNiO3

(LNO), which remains metallic down to the lowest temperatures [73]. The nature
of this metal-insulator transition has been addressed by experiment [75–78] and
theory [76, 79–81], but the discussion is not yet settled.

In the simplest ionic model, Ni3+ has a d7 configuration in LNO. The octahedral
crystal field splits the d levels into t2g and eg manifolds, with the low-lying t2g states
completely filled. Hence all electronic, orbital and spin degrees of freedom pertain to
the eg states. Close similarities between nickelates and cuprates were noticed in the
early days of high-temperature superconductors. Indeed, the eg shell of d7 Ni with
its single electron is seemingly a sibling of d9 Cu having a single hole. Thus, a
hypothetical nickelate with half-filled x2 − y2 and empty 3z2 − r2 orbitals would
have a cuprate-like Fermi surface and eventually become superconducting upon
doping. But bulk Ni3+ systems do not exhibit such an orbital polarization [82].

Chaloupka and Khaliulin [83] suggested to resort instead to nickelate heterostruc-
tures, with the idea in mind that the z axis confinement leads to a reduced bandwidth
of the 3z2 − r2 orbital which hence gets Mott insulating, leaving behind a x2 − y2

Fermi surface. In realistic DFT + DMFT calculations, Hansmann et al. [63] found
that it is instead the correlation enhanced crystal field splitting between x2 − y2

and 3z2 − r2 orbitals which pushes the 3z2 − r2 orbital higher in energy and gives
rise to single-sheet Fermi surface of x2 − y2 character. However, strain or a PrScO3

substrate is needed to achieve this, or unrealistically large U values [63]. This can
also trigger a metal-insulator transition which is very different for the x2 − y2 and
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3z2 − r2 orbital [84]: While ImΣx2−y2(ω) diverges for ω → 0 as in the single-band
Hubbard model, ImΣ3z2−r2(ω) retains a seemingly metallic-like behavior. The insu-
lating state is instead inducedby the change inReΣ3z2−r2(ω) relative toReΣx2−y2(ω)

at ω = 0, i.e., by the aforementioned enhancement of the crystal field splitting.
Later, Han et al. [85] challenged this picture and vouched for an explicit inclu-

sion of the oxygen ligand orbitals into the calculation. Their study found electronic
correlations to decrease the orbital polarization disregarding the initial crystal-field
splitting. The main difference between the two DMFT studies is the choice of the
basis: Hansmann et al. employed a d-only calculation including the Ni eg states
which requires a minimal number of interaction parameters. In contrast, Han et al.
[85] employed ad-p basis,where theO2p orbitals are included explicitly. The choice
of the d-pmodel ismotivated by the high oxidation state of Ni3+, which can be unsta-
ble towards the formation of a ligand hole (L) and the transfer of an electron to the
Ni d shell. In the d-p calculation, which allows for such charge-transfer processes,
the strong hybridization between Ni d and O p states and the Hund’s exchange in
the d-shell reduce the orbital polarization [85]. In principle, including additionally
the O p states should be better as it allows for charge transfer processes. However,
such calculations are very sensitive to the double counting or d-p interaction and a
commonly accepted scheme still needs to be established.

An extensive comparative DMFT study of d and d-p models allowed Parragh
et al. [86] to pinpoint the difference between the twomodels [86], see Fig. 9.5. Parragh
et al. found that the deviations are ruled by the filling of the correlated d-shell. In
the d-only model the filling is d7 or one electron per site in the two eg orbitals
so that shifting the second 3z2 − r2 orbital upwards and reducing its occupation
is energetically favorable (Fig. 9.5a). For the d-p model instead an essentially d8

(ligand hole) configuration brings the Hund’s exchange into the game. This favors
the two eg electrons to form a spin S = 1, equally occupying the two different 3z2 −
r2 and x2 − y2 orbitals (Fig. 9.5b). This actually leads to a downward instead of
an upward shift of the 3z2 − r2 orbital [86]. This has dramatic consequences for
the topology of the Fermi surfaces: while the d-only model features a single-sheet
cuprate-like Fermi surface (Fig. 9.5c), a second sheet always appears in d-p model
calculations (Fig. 9.5d). Later Peil et al. applied DFT + DMFT to study strain effects
in nickelate superlattices [87]. As in [63] they found that strain can induce a sizable
orbital polarization. However they point out that the Hund’s exchange can reduce
the orbital polarization for both the d8L and d7 configuration. The latter d7 result
revises common knowledge and is an indirect consequence of the intersite hopping.
Noteworthy, their DMFT orbital polarization is smaller than in DFT.

Which of the two calculations, d-only or d-p, provides a more appropriate frame-
work for the fermiology and spin-state of nickelate heterostructures? From the phys-
ical perspective, the d-p model is clearly superior to the d-only model: Owing to the
larger energy window used for Wannier projections, the resulting Wannier functions
are more localized and atomic-like. In addition, the occupation of the d-shell in d-p
models is flexible, and hence such models can capture charge transfer. However, the
price to pay is the drastic increase in the number of free parameters, including the
on-site interactions on the O 2p orbitals as well as d-p interaction whose experimen-
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Fig. 9.5 a Orbital occupations versus crystal field splitting for a d-only (2 band) model of a
LNO monolayer without interaction (open symbols) and within DMFT (filled symbols;U =5.5eV,
J =0.75eV, T =1165K, ne =1 electron/site). The shaded region denotes the Mott-Hubbard insulat-
ing phase. b Same for a d-p (4 band) model (U =10eV, ne =5). c-d Shape and orbital character
of the Fermi surface as calculated by DMFT for (c) the d-only and (d) the d-p model. The color
coding is as follows: black for x2 − y2, red for 3z2 − r2, yellow for O p. For the d-only model elec-
tronic correaltions enhance the orbital disproportionation (a) while for the d-p model it is reduced,
preventing a single-sheet Fermi surface (d) as in (c) (adapted from [86])

tal estimation is very challenging. Or, alternatively, a still tentative double counting
or an ad hoc adjustment of the O p level to experiment is necessary.

On the experimental forefront, the situation remains controversial. In LAO/LNO
heterostructures, orbital polarizations (but only moderate ones) have been found.
For 4LNO/4LAO heterostructures, soft X-ray reflectivity measurements reveal a
small orbital polarization of 7(4)% for the outer (inner) LNO monolayers [88]. On
the other hand, by choosing a different non-correlated spacer, such as e.g. GdScO3,
an orbital polarization as high as 25% can be achieved [89]. Recently grown three-
componentLTO/LNO/LAOheterostructures showeven larger polarizations [90]. The
origin of sizable orbital polarization in these heterostructures has been addressed in
a very recent DFT + DMFT study [91]. In the layered bulk nickelate Eu2xSrxNiO4,
Uchida et al. [92] found a single cuprate-like Fermi surface in ARPES which even
evidences a pseudogap. Experimentally the smoking gun would be to determine
the local magnetic moment which should be ∼2 and ∼1 μB for the d8L and d7

configuration, respectively.
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9.3.3 Vanadates

In this section we review DFT +U and DFT + DMFT calculations of LaVO3 (LVO)
heterostructures. Please note that results for SrVO3/SrTiO3 which might serve as a
Mott transistor [17] have alreadybeendiscussed inSect. 9.2.2; also the charge transfer
in SrVO3/SrMnO3 has been analyzed [93]. Bulk LVO has been analyzed within DFT
+U by Fang and Nagaosa [94] and within DFT + DMFT by De Raychaudhury, et al.
[95]. The latter calculation revealed the existence of strong orbital fluctuations above
the Néel temperature TN , which coincides with the structural transition temperature.
These quantum effects reduce quite rapidly the orbital polarization, in contrast to
YVO3, for instance, where a pronounced orbital polarization persists up to tempera-
tures of the order of 1000K, i.e. well above TN . The magnetism in LVO is of C-type,
i.e. ferromagnetically stacked planes with antiferromagnetic order within each plane
(q =ππ0). This ordering is accompanied by an orbital pattern of an intermediate
kind between G- and C-type, due to the competition between the Jahn-Teller of the
oxygen octahedra and the GdFeO3-type distortion [95]. Note that in SVO/LVO het-
erostructures also a ferromagnetic state is possible. The structural transition at 140K
is from a high-temperature orthorhombic to a low-temperature monoclinic phase.

Hotta et al. [96] were able to grow LVO epitaxially on STO and found a metallic
n-type interface for thick enough LVO films, which they interpreted to originate
from the polar discontinuity. Motivated by these experiment and also intrigued by
the advantageous size of the gap of LVO (∼1eV) for photovoltaic applications,
Assmann et al. studied LVO thin films with DFT + U [97] and DFT + DMFT [98].

Figure9.6 (left panel) shows the scheme proposed in [97] for a solar cell with
transition-metal oxide perovskites as absorbing materials. The main idea of the
LaVO3-based solar cells is that electrons and holes produced by the incoming photon
can be efficiently separated and harvested due to the polarity of the heterostructure
with its intrinsic potential gradient (indicated as an electric field E in the left panel
of Fig. 9.6). The DFT + U results for 4 LVO layers on top of a STO substrate are
shown in Fig. 9.6 (right panel). The position of the lower and upper LVO Hubbard
band shifts from layer to layer, indicating the polar electric field which can separate
photoelectrically induced electrons and holes. Above a critical thickness of four lay-
ers, the valence and conduction d-bands of vanadium touch the Fermi level, which
leads to an electronic reconstruction and a metallic interface and surface layer. The
latter might need protection from a capping layer to suppress disorder effects and
achieve a sufficient electron mobility. In a solar cell, these metallic layers may be
exploited to transport the electron and holes to the power consumer.

The optical absorption which indicates the efficiency of the photoelectric field
in the LVO|STO heterostructure was calculated in [97]. The results compare quite
favorably with the most modern thin-film solar cell materials. Particularly appealing
is that oxide heterostructures can overcome the infamous Schockley-Queisser limit
of 38% efficiencies in two ways: (i) As indicated in Fig. 9.6 (left panel) different
transition metals M and M’ may lead to different gaps (LaFeO3 and LaVO3 for
instance were considered in [97]). Such a “band-grading” is very flexible in oxide
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Fig. 9.6 Left: Proposal of solar cell made out of an oxide heterostructure with a polar disconti-
nuity. The emerging electric field E separates electrons and holes that are generated through the
photoelectric effect in the LaMO3. Using different layers with e.g. M = V, M’ = Fe allows for a
gap grading. Right: DFT + U calculation for four layer of LVO on top of a STO substrate (only
the topmost STO layer is shown). The layer-resolved DOS shows the polar field as a shift of the
upper and lower Hubbard bands and an electronic reconstruction giving rise to metallic interface
and surface layers (adapted from [97])

heterostructures and can overcome loosing the excess photon energy beyond the band
gap to photons (heating up the solar cell instead of gaining electric energy). (ii) A
genuine correlation effect, impact ionization, creates additional electron-hole pairs
on the 10 fs time scale [99] if the photon energy is larger than twice the band gap.

Recently, Wang, et al. [100] reported the realization of an actual solar cell, where
LaVO3 serves as the light absorber. Further work on the quality of the heterostructure
samples is needed to enhance the efficiency of the solar cell which still suffers from
a poor mean free path and is only comparable to the dawn of Si solar cells. Also for
the other proposed material, LaFeO3 on SrTiO3, Nakamura et al. [101] reported its
photovoltaic applicability.

While it is unclear at present whether oxide heterostructures may become a viable
alternative to Si solar cells, the proposal and experimental confirmation already
served another purpose: It confirms the existence of a polar field. The latter has
been controversially debated recently, in particular in view of the fact that oxygen
vacancies counteract the polar field and also may induce a metallic interface layer,
e.g. in LAO/STO. Demonstrating an actually working solar cell proves that a polar
field survives in various oxide heterostructures.
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9.3.4 Ruthenates

Bulk SrRuO3 (SRO) is a rare example of a ferromagnetic conducting oxide [102], and
there is a long standing experimental experience in growing films of this perovskite:
thin single-domain films of high quality can be grown with a pure SrO termination,
which is assisted by the volatility of RuO3 and RuO4 oxides [103]. A typical sub-
strate is STO with its cubic lattice constant a = 3.905Å giving rise to to a moderate
compressive strain (∼0.45%) in SRO [102].

Resistivitymeasurements on ultrathin SRO layers show a pronounced dependence
on the layer thickness: while the bulk behavior is recovered in thick slabs of �15
SRO layers, fewer layers show a reduced Curie temperature and a strongly enhanced
resistivity [104]. Drastic changes occur upon reaching the critical thickness of four
monolayers, at which SRO turns into a non-magnetic insulator [105]. Experimental
attempts to stabilize ferromagnetism in single (or a few) SRO layers by capping or
applying compressive/tensile strain remain unsuccessful so far.

Since such ultrathin ferromagnetic films are important for prospective (e.g. spin-
tronics) applications, understanding the nature of the metal-insulator transition and
the absence of ferromagnetism ismandatory. Quite remarkably, neither the electronic
ground state, nor an antiferromagnetism or otherwise non-ferromagnetic phase are
captured by DFT: it yields a ferromagnetic state for all slabs thicker than one SRO
monolayer and fails to reproduce the insulating state [106]. Similarly, DFT+U yields
a metal even for sizable U values [106]. Later studies showed that an antiferromag-
netic insulator can be stabilized in DFT +U for the spurious RuO2 termination [107],
which is however in contrast to the experiment [108]. Moreover, DFT + U yields
antiferromagnetism for layers of up to eight SROmonolayers, i.e. substantially over-
estimates the experimental critical thickness.

These apparent shortcomings of DFT and DFT +U call for a more realistic treat-
ment of electronic correlations within DFT + DMFT. The latter accounts for the
behavior of bulk SrRuO3 [109, 110], and although DMFT is a cruder approxima-
tion in 2D than in 3D, we can still expect it to capture the physics of thin SRO
layers including its magnetism. The influence of the SRO layer thickness onto the
electronic and magnetic ground states was studied very recently in [111]. All DFT
calculations were done using a

√
2 × √

2 × 6 supercell, which allows us to study
SRO/STO compositions ranging from a SRO monolayer (1:5) to a four-layer slab
(4:2) and is compatiblewith both ferromagnetic and antiferromagnetic in-plane order.
The out-of-plane unit cell parameter as well as the internal atomic coordinates were
optimized using DFT, while keeping the in-plane lattice constant equal to that of the
STO substrate. The wien2wannier [53]-derived Hamiltonian was supplemented with
a Coulomb repulsion U =3.5eV and Hund’s exchange J =0.3eV as derived by the
constrained randomphase approximation (cRPA) approach. The resulting interacting
Hamiltonians were treated in DMFT and solved using a CT-HYB solver.

For SRO monolayers and bilayers, DFT + DMFT readily yields an insulating
antiferromagnetic state at room temperature (Fig. 9.7d). The microscopic origin of
this state lies in the sizable orbital polarization: the xy orbital is occupied by two
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(a)

(b)

(c)

(d)

(e)

Fig. 9.7 Ramifications of the dimensional reduction in SrRuO3 thin films. a The degeneracy of the
three t2g in the bulk is lifted for ultrathin layers.bFor a ferromagnetic configuration there is hence no
hopping,while for c an antiferromagnetic configuration virtual (superexchange) hoppingswithin the
t2g manifold are allowed. This explains why antiferromagnetism is energetically favorable in SRO
thin films. d–eOrbital-resolved DFT + DMFT spectral function A as a function of real frequencyω

for (d) one SRO monolayer on a STO substrate revealing an antiferromagnetic insulating state, and
(e) an electron-doping with 4.3 electrons/Ru turning the SRO film into a half-metallic ferromagnet
(adapted from [111])

electrons, while the xz and yz orbitals are half-filled, see Fig. 9.7a–c. In accord with
theHund’s rule, the spins of the latter two orbitals align parallel, giving rise to a local-
ized magnetic moment of ∼2μB. While in a ferromagnetic configuration the xz and
yz electrons are essentially immobile (Fig. 9.7b), in the antiferromagnetic phase they
can hop between the neighboring Ru sites gaining kinetic energy through superex-
change processes (Fig. 9.7c). Hence DMFT does not only agree with experiment,
but also explains the metal-insulator and ferromagnetic-antiferromagnetic transition
upon reducing the thickness of SRO films.

Unlike DFT and DFT +U , DMFT allows us to study the temperature evolution of
electronic and magnetic states. In this way, it was shown that SROmonolayers retain
a sizable orbital polarization even in the paramagnetic state (∼1000K). Indeed, a
strong tendency towards orbital polarization is visible already at the DFT level,
marked by the difference between the on-site energies of the xy orbital and the
degenerate xz and yz orbitals. This situation is typical for thin films confined along
the z direction but apparently different from bulk SRO, where the three t2g orbitals
are degenerate (Fig. 9.7a). This effect is somewhat countered by the elongation of
the topmost RuO6 octahedra, which in the crystal-field picture lowers the energy of
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xz and yz orbitals. However, this effect is weak and the xy orbital always lies lower
in energy [111].

Can DFT + DMFT calculations give a clue to the quest of growing ultrathin fer-
romagnetic SRO films? A standard way to manipulate physical properties of thin
films is the strain induced by the lattice mismatch between the film and the substrate.
Unfortunately, DMFT calculations reveal that for SRO neither compressive nor ten-
sile strain stabilizes an FM state, at least for realistic values of the on-site Coulomb
repulsion [111]. Another possibility to bring on-site energies closer together is cap-
ping SROwith STO layers, which should to a certain extent restore the bulk behavior.
Although the level splitting is indeed reduced in DFT, DMFT still yields an antiferro-
magnetic state [111], albeit with now somewhat more balanced orbital occupations.
Thus, the antiferromagnetism is a robust feature of SRO layers: neither strain nor
capping can stabilize the desired ferromagnetic state. This explainswhy experimental
attempts to fabricate ferromagnetic SRO layers were hitherto unsuccessful.

There is however an alternative route to restore ferromagnetism: doping. To verify
this scenario, additional DFT calculations were performed within the virtual crystal
approximation, mimicking the Ru d-level occupation of 3.7 electrons. For this filling,
DMFT indeed yields a half-metallic ferromagnet (Fig. 9.7e). Quite remarkably, for
both, electron and hole doping, the magnetic moments and the magnetic ordering
temperatures is higher than in bulk SRO [111].

The good agreement betweenDFT+DMFTand experiment for the undopedphase
leaves little doubt that DMFT provides a realistic description of thin SRO layers.
Still, there are many open issues that deserve further studies with computational
methods, includingDMFT.Thefirst and arguablymost relevant is the effect of oxygen
vacancies. Real materials are never perfect, and particularly thin films are often
subject to surface contaminations, growth defects and vacancies. Oxygen vacancies
represent a severe experimental challenge: their concentration is difficult to estimate,
while the presence of a single vacancy can dramatically alter the properties of the
surrounding atoms. Structural relaxations invoked by vacancies can be studied by
DFT, yet the alteration of the Ru 4d-level filling and its ramifications pertain to
correlated electrons and require an appropriate many-body treatment. DFT + DMFT
is a state-of-the-art tool for such problems.

9.4 Conclusion and Outlook

DMFT is state-of-the-art for dealing with electronic correlations which are of prime
importance for many oxide heterostructures; and its merger with DFT [4, 5] allows
us to do realistic materials calculations. This way quantum correlations in time
are included, corresponding to a local self energy which might differ from site
to site. Physically, DFT + DMFT reliably describes among others, quasiparticle-
renormalizations, metal-insulator transitions, correlation enhanced crystal field split-
tings, charge transfers, and magnetism. On the other hand, non-local correlations are
neglected. These are important in the vicinity of phase transitions or to describe
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the physics of excitons and weak localization corrections to the conductivity. In the
future, cluster [27] or diagrammatic extensions [30, 32] of DMFT, which are com-
putationally more demanding, and hence hitherto focused on model Hamiltonians,
will also be applied to oxide heterostructures.

In the first part, Sect. 9.2, we illustrated all steps of a DFT + DMFT calcula-
tion for a showcase heterostructure: two layers of SVO on an STO substrate. This
starts with a DFT calculation, here using Wien2k [44]. Subsequently a projection
onto Wannier orbitals and a corresponding low energy Hamiltonian is performed
with the help of wien2wannier [53] (integrated in the most recent Wien2k version)
and Wannier90 [52]. This may result in a d-only Hamiltonian but also additional
e.g. oxygen p orbitals can be included. The Wannier projection also defines what is
(site-)local inDMFT.For the subsequentDMFTcalculationweusedw2dynamics [56],
which solves the DMFT impurity problem by continuous-time quantumMonte Carlo
simulations [55] in the hybridization expansion. This yields the DFT + DMFT self
energy and spectrum. For calculating (optical) conductivities and thermal responses,
postprocessingwith woptics [112] is needed; a DFT +DMFT charge self consistency
is possible [113].

In the second part, Sect. 9.3, we reviewed previous DFT + DMFT calculations for
oxide heterostructures. Not only experimentally but also regarding DMFT calcula-
tions arguablymost well studied are titanates, in particular, LAO/STO and LTO/STO.
Here the former is only weakly correlated whereas electronic correlations are strong
for the latter as LTO is a Mott insulator. DMFT describes the formation of a two
dimensional electron gas at the interface due to an electronic reconstruction, but also
the localization of electrons at oxygen vacancies if these are included in the supercell.

Nickelate-based heterostructures may be used to turn the nickel Fermi surface
into a cuprate-like one [84]. This might however be prevented by charge transfer
processes: i.e. oxygen ligand holes may lead to a d8L instead of a d7 configuration
[85]. The physics is completely different [86], spin-1 instead of spin-1/2, and the
theoretical uncertainty regarding the oxygen-p position is too large to reliably predict
which scenario prevails. The smoking gun experiment in this respect is measuring
the short-timemagnetic moment (spin) e.g. by neutron scattering or X-ray absorption
spectroscopy.

Turning to vanadates, STO/LVO is a promising candidate for efficient solar cells
because of the size of the LVO Mott-Hubbard gap and the polar electric field of the
heterostructure which has been suggested [97] and experimentally verified [100] to
separate photovoltaically generated electron-hole pairs. SVO on the other hand is a
strongly correlated metal in the bulk.With a dimensional reduction it turns insulating
below a critical thickness of ∼3 layers [10, 36]. DFT + DMFT [17] could trace back
the microscopic origin of this metal-insulator transition to the correlation enhanced
crystal field splitting and showed that this transition can also be triggered by a small
gate voltage. This makes SVO/STO an ideal candidate for a Mott transistor.

Ruthenates such as SRO/STO are promising for heterostructures that are both
metallic and ferromagnetic. DFT + DMFT [111] could explain why the experimen-
tal efforts to get ultrathin ferromagnetic SRO/STO failed so-far, despite predictions
of the contrary: While bulk SRO is a metallic ferromagnet in DMFT, the correlation
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enhanced crystal field splitting makes a competing antiferromagnetic phase favor-
able. This antiferromagnetic phase is quite stable against strain, capping layers etc.
The most promising route to metallic ferromagnetism is electron doping.

We have only seen the beginning of DFT + DMFT calculations for oxide het-
erostructures. In the future, these calculation will help us to better understand exper-
iment and to predict novel physics, which already led to some successes in the
past. While the numerical effort is larger than DFT, it is still much more efficient
and cheaper than experiment to scan the myriad of possible combinations of het-
rerostructure slabs by DFT + DMFT. In the past the theoretical and experimental
focus has been on heterostructures with layers perpendicular to the (001) direction.
Now both experiment and theory turn to other geometries: confinement in the (110)
direction shows a muchmore complicated quantization and flat bands [9]; bilayers in
a (111) stacking on the other hand are interesting regarding prospective topological
states [114]. With the close cooperation between experiment on the one side and
DFT as well as DMFT theory on the other side, a bright future in the research area
of oxide heterostructures lies ahead.
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Chapter 10
Spectroscopic Characterisation
of Multiferroic Interfaces

M.-A. Husanu and C. A. F. Vaz

Abstract In this chapter we discuss the capabilities of X-ray photoemission and
absorption spectroscopies for the investigation of the electronic, magnetic and elec-
tric properties of multiferroic materials and heterostructures. As complementary
techniques providing element selective information on both occupied and empty
states, their combination delivers a comprehensive picture of the chemical state of
individual species, magnetic moments, bulk and surface band structure, and local
atomic environment at the interface between dissimilar materials. By directly prob-
ing the electronic structure at the atomic level, unique insights can be learned about
the mechanisms responsible for the magnetoelectric couplings in this fascinating
class of materials.

10.1 Introduction

The termmultiferroic designates material systems that are characterised by the pres-
ence of, and a coupling between, multiple order parameters, such as magnetism
and ferroelectricity (in which case the coupling is called magnetoelectric coupling).
What makes such systems attractive is the prospect of controlling one order parame-
ter, such asmagnetism, by an external excitation that drives the other order parameter,
such as an electric field: in such a case, electric field control of magnetism would
result, which could be of significant interest from an applied perspective. Such prac-
tical considerations have been a driving force for the intensive research interest
which these systems have motivated, but equally important has been the prospect
of gaining deeper insights into the role of electron correlations in determining mul-
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tifunctional behaviour. In fact, multiferroic systems constitute an important class
of materials where the physical mechanisms underlying spin, charge, orbital, and
lattice order need to be directly brought together to explain their complex and mul-
tivariate behaviour, ranging from magnetic-driven ferroelectricity [1–3], competing
magnetic ground states [4, 5], to charge-modulated magnetism [6–8] and coupled
phonon-magnon collective excitation modes (electromagnons) [9–15].

While scientifically and intellectually stimulating, the complexity associated with
these systems makes their study experimentally challenging: often such correlated
behaviour manifests only at low temperatures; the synthesis of such materials tend
to occur within narrow windows in the growth parameter space; and the interdepen-
dence between the order parameters often implies relatively small magnetoelectric
couplings. One route to introducing some simplicity to this problem is that of con-
structing artificial structures that bring together materials which are not multiferroic
per se, but which may develop a magnetoelectric coupling at the interface region,
where the symmetry requirements for multiferroic behaviour may now be satis-
fied [16], as schematically illustrated in Fig. 10.1. Such approach for designing new
functionalities is a particular case of a more general trend of exploring interfacial
phenomena to induce new physical properties intrinsic to the interface [17–20].

The complexity of the physical phenomena underlying multiferroic behaviour in
single phase compounds, which originates from the intricate details of the electron
correlated behaviour, are now reduced to an interface region typically of a few unit
cells in width. Such an approach has the added advantage that the choice of materials
is significantly expanded and the process lends itself naturally to size scaling. In
fact, a large body of work has been devoted to developing such artificial multifer-
roic heterostructures, largely made possible by the recent advances in epitaxial thin
film growth and in the development of new tools capable of characterising systems
with nano- and atomic scale resolution. The growth of high-quality epitaxial oxide
thin films (by molecular beam epitaxy, pulsed laser deposition, and r.f. magnetron

Fig. 10.1 Concept of artificial multiferroic heterostructures: by coupling the individual atomic
behaviour at the interface, new functionalities emerge, including magnetoelectric coupling at
ferroelectric-ferromagnetic interfaces
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sputtering, to mention the most common methods for thin film growth) can presently
be achieved routinely with an accurate control over the film thickness (in some
instances, possible to monitor in real time during growth through the observation of
oscillations in reflection high energy electron diffraction spots); over the epitaxial
strain by deposition on suitably mismatched substrates [21]; over the growth of new
crystalline phases not stable in bulk [22] and of artificial heterostructures with high
degrees of crystalline perfection, including the growth of complex oxides on Si(001)
without the formation of an amorphous oxide interface layer [23, 24]. The ability
to fabricate sharp and abrupt interfaces is of particular importance for the case of
multiferroic interfaces, since the origin of the magnetoelectric coupling is a strictly
interfacial phenomenon. In tandem, new tools have been developed to probe matter
down to the atomic scale, including the recent developments in high resolution trans-
mission electron microscopy [25, 26] and in X-ray based techniques. Among such
techniques, X-ray spectroscopy has emerged as a powerful tool for the electronic,
magnetic, and ferroelectric characterisation of thin films and interfaces, including
multiferroic heterostructures. In this chapter we discuss the unique capabilities of
X-ray absorption and photoemission spectroscopy in advancing our understanding
of the interfacial magnetoelectric coupling in various types of artificial multiferroic
systems.

10.1.1 Intrinsic Multiferroics and Heterostructures

Systems that exhibit multiple order parameters are comparatively rare in nature. This
is a consequence of the different requisites that are necessary for the simultaneous
presence of the different order parameters. In the case of magnetoelectric multifer-
roics, these include break of inversion symmetry for electric order and break of time
reversal symmetry for magnetism.

Hence, the class of materials that are simultaneously ferroelectric and magnetic
are a much smaller subset of either class. Additionally, conflicting requirements
for magnetism and ferroelectricity apply, such as a dielectric state for ferroelectricity
(while a large number of ferromagnetic systems are electric conductors) or to a certain
extent, the tendency for ferroelectricity to occur at cations with empty shells while
magnetism requires partially filled electron shells [27, 28].Nevertheless, a large num-
ber of single-phase, intrinsicmultiferroic materials have been discovered, such as the
ferroelectric and antiferromagnetic BiFeO3 [29] andBiMnO3 [30] perovskite oxides,
the hexagonal or orthorhombic rare-earth manganites YMnO3, HoMnO3, TbMnO3

[31], Fe3O4 magnetite [32, 33], or the barium fluorides, BaMF4 with M = Mn, Fe,
Co and Ni in octahedral coordination surrounded by F atoms [34]. In such materials,
magnetic order arises solely through the spin moment and is stabilized by either
direct or indirect (double or super) exchange interactions. Ferroelectricity, however,
can have a number of physically distinct origins. In the canonical ferroelectrics, such
as BaTiO3 and PbTiO3, ferroelectricity is related to structural distortions of the lattice
and off-centering of cations with respect to a perfectly symmetric arrangement [35],
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while in a different class of materials the electric dipole moment is associated to
particular configurations of s lone pair electrons, as in Bi in BiFeO3; another source
of ferroelectricity results from charge ordering, as in the case of magnetite [33]. In all
these cases (called type I multiferroics [36]), the source of ferroelectricity and mag-
netism are largely unrelated, such that the magnetic and ferroelectric responses are
largely decoupled, a fact which explains why in general, such intrinsic multiferroics
have a weak magnetoelectric coupling coefficient. In the so-called type II multifer-
roics, one order parameter arises as a consequence of the onset of the other (mostly
associated with the role of the Dzyaloshinskii-Moriya interaction, DMI [37, 38])
and the magnetoelectric coupling is therefore large. These are electronically com-
plex materials characterised by strong electron correlation effects, but with ordering
temperatures that tend to be well below room temperature. Such materials systems
have been the subject of extensive attention and a number of excellent reviews have
been made available recently [39–44].

Another approach to multiferroic behaviour is to combine dissimilar materials
where the relevant degrees of freedom couple in the contact region in such a way
as to generate an interfacial coupling between the different order parameters. In
this approach, time and space symmetry are automatically broken at the interface
and such cross-couplings are therefore allowed [45]. In fact, this concept has been
applied already in a variety of physical systems, including granular composites [46–
48], nanostructured combinations [49, 50] and layeredmultiferroic systems [51–55].
The various types of magnetoelectric coupling that can emerge at such interfaces will
be described briefly below (see [56–58] for more extensive reviews).

10.1.2 Types of Interfacial Coupling

Since functionality in heterostructures comes from the cooperation of the intrinsic
effects of the joining materials, it is instructive to inspect how the interface properties
can be triggered by each of the degrees of freedom operating in the contact region.
While ultimately all forms of interfacial coupling are a result of electron sharing,
it is useful to consider the different mechanisms that give rise to magnetoelectric
coupling, namely, strain, charge, and spin exchange processes.

10.1.2.1 Strain-Mediated Magnetoelectricity

Historically, thefirst effective realization of an artificial coupling between electric and
magnetic ferroic phases aiming at designing large magnetoelectric effects relied on
an elastic coupling between ferroelectrics with high piezoelectric response and spin-
polarized systems with high magnetostrictive response in composite systems, where
strain is transmitted through the interface to excite the magnetic or ferroelectric com-
ponent with an applied electric or magnetic field, respectively. The coupling in such
cases is indirect, with either the electric field piezoelectrically transforming first into
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strain followed by a magnetic response through the magnetoelastic effect by modify-
ing the magnetic configuration and the total magnetisation, or conversely, the mag-
netic phase is altered first under an applied magnetic field which then triggers strain
through magnetostriction, resulting in a modulated converse piezoelectric response.
BaTiO3, PbTiO3, PbZrxTi1−xO3 (PZT) are among the most common ferroelectrics
used to tune the response of the magnetic component in multiferroic composites,
while Ni [59, 60], ferrite materials (NiFe2O4, CoFe2O4) [49] or Fe nanoislands [61,
62] have been used successfully asmagnetic counterparts. An additional requirement
is that the overall structure must have a large resistivity in order to sustain the applied
electric field.

10.1.2.2 Charge Mediated Multiferroicity

A more direct way of controlling the magnetic response in multiferroic heterostruc-
tures is to modulate the charge carrier density in the contact region by switching the
ferroelectric between different polarisation states. A text-book case is the interplay
between charge doping and magnetic order at the interface of ferroelectric BaTiO3

or PZT with mixed valency manganites La1−xMxMnO3 (M = Ca,Sr,Ba), the latter
being associated with rich phase diagrams that reflect the role of strong electron
correlations and the strong couplings between charge, spin, and lattice distortions
[4, 5, 63–67]. In such heterostructures, screening of the ferroelectric polarisation by
hole carriers in the manganite leads to states of hole accumulation or depletion near
the interface, resulting in a change in the Mn3+/Mn4+ ratio [8, 68] and to modifica-
tions in the electronic ground state of the system, including a change in the effective
magnetic moment [6, 8, 68–71], a transition from metallic to insulating phase [72,
73], and from antiferromagnetic to ferromagnetic [6, 7] (see Fig. 10.2). Such mech-
anisms are equally interesting in the context of multiferroic tunnel junctions used
for information storage and manipulation [74] as well as in spintronics, since such
systems act as spin filters limiting or enhancing the interface conductivity depending
on the spin orientation [75].

10.1.2.3 Orbital Reconstruction Mechanism

The interplay of spin, lattice, charge and orbital degrees of freedom in multiferroic
oxide heterostructures manifests for example in the ability to control the magnitude
of the spin polarisation in the metallic electrode when altering the occupancy of the
orbitals involved in the chemical bond. In the case of the hole-doped La1−xSrxMnO3

(LSMO), the octahedral crystal field leads to a splitting of the Mn 3d states into 2-
fold degenerate eg states (d3z2−r2 , dx2−y2 ) lying at the Fermi energy, and the occupied
3-fold degenerate t2g states (dxy , dyz , dxz) [76]. Further splitting, due to spin-orbit
coupling and crystal-field interactions associated for example with the Jahn-Teller
distortion, determine which orbitals are preferentially occupied, with a direct impact
into charge transport [77], excited state dynamics [78] or magnetism. Strain [79],
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Fig. 10.2 Charge-driven spin modulation at a ferroelectric/ferromagnetic (PZT/LSMO) hole-
doped interface (left, from [6]) and magnetic reconstruction in Sr, Ca-doped LaMnO3/BaTiO3
(LAMO/BTO) (right, from [7]), both driven by switching the direction of the ferroelectric polari-
sation

rotations of the octahedral cage [80] or modulations in the Mn-O bond length [19]
have been shown to lead to preferential occupation within the eg orbitals (orbital
polarisation).

At an intuitive level one can understand the mechanism of interface orbital cou-
pling as the alteration of the chemical bond lengths/angles by either strain, octa-
hedral rotations or ferrodistortive displacements which change the orbital over-
lap and hybridisation, resulting in modified electronic properties. As an example,
Cui et al. [81] showed experimentally how the ferroelectric instability [19] of BaTiO3

in contact with an LSMO film propagates into the metallic electrode [82] as far as a
fewunit cells,modulating theMn-Odistancewhich in turn lifts the orbital degeneracy
and eg orbital occupancy: preferentially eg (dx2−y2 ) when the BaTiO3 ferroelectric
polarisation points away from the interface and preferentially eg (d3z2−r2 ) in the oppo-
site polarisation state. This behaviour is responsible for a modulation in the transport
[81] and magnetic properties [7, 68] as a function of the ferroelectric polarisation
direction [19].

10.1.2.4 Interface Coupling Through Exchange Interaction

The exchange bias phenomenon refers to an horizontal shift of the M-H hysteresis
loop when cooling a ferromagnet in contact with an antiferromagnet from above the
Néel temperature under an applied magnetic field [83, 84]. Although the subject of
investigation for many decades now, a full description of the processes giving rise
to exchange bias is still not available due to the difficulty of fully accounting for the
modified electronic and magnetic behaviour at the ferromagnetic-antiferromagnetic
interface [85–89], including the structure of the uncompensated spins at the interface
[85], the presence of interfacial spin structures [86, 90–92], or formation of domains
with different boundary dynamics [93, 94].
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Given that most single phase multiferroics are antiferromagnetic (including,
BiFeO3, one of the few systems that is multiferroic at room temperature), a natural
extension is that of using exchange bias for achieving magnetoelectric coupling in
multiferroic heterostructures [57, 95–98]. Typically, an antiferromagnetic ferroelec-
tric intrinsic multiferroic is used as the electric actuator on a ferromagnetic adjacent
layer. Bea et al. [99], studying a BiFeO3/CoFeB bilayer, demonstrated the presence
of exchange bias in the ferromagnet at room temperature due to interface coupling
with the antiferromagnetic BiFeO3, whileWu et al. [87] showed that, assisted by field
effects, the magnitude of the exchange bias at a BiFeO3/La0.7Sr0.3MnO3 interface
can be controlled by an electric field. Remarkably, it seems that in certain situations,
such as in a Co/PZT/LSMO heterostructure, modulation of the exchange bias and
magnetic anisotropy with the direction of the ferroelectric polarisation can appear
even in the absence of a nominal antiferromagnetic layer [88], the effect appearing
here presumably due to a reacted Co/PZT interface.

10.2 Introduction to PES and XAS: Differences
and Complementarities

The magnetoelectric coupling mechanisms mentioned above have a common fea-
ture: their altered functionality arises at the interface and accessing the details of
the processes responsible for such physical behaviour requires chemical sensitivity.
X-ray absorption (XAS) and photoelectron spectroscopy (XPS or PES) give comple-
mentary information on the electronic structure and are particularly well suited for
accessing buried interfaces. In the remainder of this chapter, we will consider how
X-ray and photoemission spectroscopies can be applied to the characterisation and
understanding of the interfacial mechanisms underlying magnetoelectric coupling
phenomena. We start by providing a brief outline of the characteristics of both XPS
and XAS.

10.2.1 X-ray Photoelectron Spectroscopy (XPS)

Photoelectron spectroscopy is a technique which gives information on material com-
position, the chemical state of atomic species within a given system, details of the
local environment, and localization of emitting species. Conceptually, it is a photon-
in electron-out method based on the photoelectric effect, where the electrons ejected
from either core levels or from the valence band have a kinetic energy given by

Ek = hv − Eb, (10.1)
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where hv is the energy of incoming radiation and Eb the binding energy of the
electron. The binding energy and, to a lesser extent, the peak shape, are the key
physical parameters which can be further connected with:

• the chemical state of the atomic species by the so called “chemical shift” with
respect to its neutral phase;

• the position of the emitting species through the background term associated to
inelastic scattering of the photoelectrons on their way out the sample;

• the electronic correlations within the atomic shells which further induce broaden-
ing and shake-up/down satellites.

The chemical shift, in particular, provides invaluable information about the elec-
tronic state of the system, due to the high sensitivity of the energy levels (either
core or valence states) to the slightest change in the screening of electron-electron
or electron-nucleus interaction connected with the modification, formation and/or
disappearance of chemical bonds and changes of the valence state.

If the radiation used as excitation source for the photoelectrons lies in the UV
range, then one probes mostly states with small binding energy, i.e., located near
the Fermi level or at the valence band maximum (VBM). In this case the technique
is called ultraviolet photoemission spectroscopy (UPS) and its sensitivity to surface
electronic states comes from the limited inelastic mean free path, λ, the distance over
which electrons travel until their intensity decay to 1/e of the initial value,

I = I0e
−d/λ(E), (10.2)

with d the overlayer thickness. Hence, the probing depth in XPS is in the range of
3λ, with a dependence on the kinetic energy following a universal curve [100] with
a minimum around ∼100eV. For UPS, the probing depth associated with escaping
photoelectrons is limited to the very first 1–3 surface layers. Given the large cross
section for electron scattering and the extreme surface sensitivity, photoemission
experiments are conducted in high vacuum in ultra-clean surfaces. UPS is charac-
terised by an energy resolution in the meV range and high incoming photon flux
when used with laboratory UV sources.

Soft X-ray (SXPES) at 100–1000eV or hard X-rays (HAXPES), up to 10keV
energy range, allows one to extend the probing depth to buried interfaces or bulk-
like regions, but with the price of a drop of 2–3 orders in the magnitude of the
photoexcitation cross section. This is the reason why soft and hard X-ray photoe-
mission are techniques particularly “photon hungry”, especially when information
on the valence band is required [101–103]. Moreover, the energy range of HAXPES
is associated with a loss in momentum resolution due to electron-phonon coupling
[103] or recoil effects [104] (with a few exceptions [103, 105]). In this context,
SXPES is ideally suited for momentum resolved studies of buried interfaces as it
combines a sharper momentum resolution compared with HAXPES and a higher
penetration depth as compared to UPS.
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10.2.2 X-ray Absorption Spectroscopy (XAS)

In X-ray absorption, an X-ray photon excites a core electron into unoccupied states
in the system, a process which is seen as an abrupt increase in the absorption cross-
section as the X-ray energy reaches the value corresponding to the binding energy
of the core level electron (called absorption edge). The X-ray absorption process is
driven by the electric field of the electromagnetic wave and the transition process is
ruled predominantly by the electric dipole operator, hence it fulfils the electric dipole
selection rules, including the requirement that the orbital quantum number changes
by ±1. The excited electron remains bound to the atom and the states which it can
occupy lie above the Fermi energy, with the transition probability depending directly
on the density of available final states, which in turn, depend intimately on the precise
band structure of the solid as determined by chemical bonding, presence of magnetic
order, crystalline environment, and so forth. The energy of the core level electron, on
the other hand, may depend on the presence of core-level spin-orbit coupling, atomic
number, and the ionic or valence state of the atom. Hence, the absorption spectrum
of a material contains a wealth of information about the electronic structure and
the use of such features to probe the latter is the purview of X-ray absorption spec-
troscopy (XAS) [106–108]. The absorption edges are often classified by assigning
a letter K, L, M, N, O, P to transitions from n = 1, 2, 3, 4, 5, 6, levels, respectively,
with a subscript to indicate the sublevel; alternatively, the electron transition can
also be described by nls , where n is the atomic quantum number, l = s, p, d, f, g
corresponds to the orbital quantum number, and s is the spin quantum number. The
X-ray absorption spectra can be divided into different energy regions where different
electronic contributions dominate: the pre-edge region, mostly the result of orbital
hybridisation between states of different orbital character (corresponding to transi-
tions which otherwise would not be allowed by the dipole selection rules); the edge
or near-edge region (also named X-ray near-edge absorption spectroscopy, or
XANES , particularly at K edges); and the extended energy range above the absorp-
tion edge, where interference effects of the scattered wave with neighbouring atoms
gives rise to a fine structure directly associated to local atomic bond lengths and bond
angles (so-called extended X-ray absorption fine structure, EXAFS ).

The fact that the wave function of core electrons tend to have well defined angular
symmetries (as quantified by the orbital quantum numbers), means that transitions
which originate from states with identical orbital states result in spectra that share
some general common features, such as the K and L edges of the different elements.
The transition energy, however, is specific to each element, giving XAS the ele-
ment selectivity that is fully explored in combination with variable X-ray sources
provided by X-ray synchrotrons. An important aspect of X-ray absorption is a conse-
quence of the strongly localised nature of the radial wavefunction of the core electron,
which overlaps only significantly with the radial wavefunctions of valence electrons
in the immediate atomic neighbourhood, making XAS a very localised probe of
the electronic structure [107]. The absorption process also depends strongly on the
polarisation of the electromagnetic wave. In the case of circularly polarised light, the
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scattering process can result in a transfer of angularmomentum from the photon to the
electron, and becomes sensitive to the spin state of the core electron and to the pres-
ence of spin-asymmetries in the valence band (ferromagnetism). Linearly polarised
light excites core electrons along directions parallel to the electric field of the X-ray
light, providing sensitivity to asymmetric distributions in the electron charge density,
including that originating from (anti)ferromagnetism and ferroelectricity.

XAS probes unoccupied states, which is different from XPS, where the excitation
process ejects electrons from occupied states into the continuum, probing therefore
occupied density of states. One advantage of XAS over XPS resides in the simplicity
of measuring the X-ray absorption of materials. A direct measurement can be carried
out by measuring the light transmitted across a specimen; such a process is often
carried out, but for soft X-rays thin specimens need to be prepared due to the limited
penetration depth of X-rays at the absorption edges (for example, ∼70nm for the Co
L3 edge at 779.7eV) [109, 110]. Another method relies on measuring the intensity
of photons emitted in the atomic transition to the ground state (fluorescence yield),
which can be partial, when specific fluorescence lines are measured, or total, when
the integrated fluorescence signal is measured. It probes a volume that is associated
with the extinction length of the fluorescence X-rays in the material, which can be of
several 100s nm. A third method relies on measuring the intensity of photoemitted
electrons, called electron yield, which again can be either partial or total. Given that
the inelastic mean free path of electrons in materials is very small, in the order of
a few nm [100], the latter probing process is very surface sensitive. In the case of
total electron yield, the bulk of the signal comes from secondary electrons that are
generated in a cascade process from the de-excitation of high energyAuger electrons,
providing an intrinsic signal amplification mechanism.

10.3 Photoemission Studies of Multiferroic Interfaces

10.3.1 Probing Interface Region with Core-Level PES

At its most basic level, the element selectivity and depth sensitivity of core-level
spectroscopy can be explored for determining stoichiometry, intermixing, and the
presence of defects and impurities: parameters which are critical in determining the
physical properties of heterostructures. Moreover, in connection with the field of
artificial multiferroic heterostructures, where the relevant mechanisms manifest at
the interface, photoemission spectroscopy can be used as an effective tool in probing
the electronic signature of the buried interface, including their evolution during film
growth.

As an example, we consider the case of a thin Fe layer on top of ferroelectric
BaTiO3, which has been predicted to be multiferroic [111] with a coupling mecha-
nism involving bond reconfiguration at the interface, driven by different hybridiza-
tion of Ti 3d-Fe 3d states, which in turn depends on the direction of the ferroelectric
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FeO(1ML)
Fe (1ML) 

BaTiO3 P- P+ 

AFM FM

Fig. 10.3 Change of the magnetic order at the Fe/BaTiO3 interface caused by switching the ferro-
electric polarisation. Ferroelectric polarization towards the Fe/BaTiO3 interface drives ferromag-
netic ordering (a), while opposite polarization triggers antiferromagnetic ordering within FeO layer
(b). Reproduced (in part) from [112], with permission

polarisation, P . The P– state (defined here as pointing towards the ferromagnetic
interface) is associated with a displacement of the Ti atoms closer to the Fe layer
while the opposite behaviour is expected for the P+ state (see Fig. 10.3). These
states are therefore associated with different lengths of the chemical bond between
the interfacial Fe and Ti atoms, hence different overlapping of the electron clouds.
Experimentally, such a system has been prepared in situ [112, 113] by depositing 2
atomic layers (ML) of Fe (1ML= 1.4Å) on top of ferroelectric BaTiO3; an additional
Co layer is deposited in order to preserve the magnetic state of Fe and the whole
sample is capped with a protective Au layer. The region which is multiferroically
active is the Fe/BaTiO3 contact region, where the spin and ferroelectric degrees of
freedom are coupled.

The mechanism for magnetoelectric coupling in this system has been determined
experimentally to consist of a ON/OFF switching of the interface magnetic moment
with the orientation of the ferroelectric polarisation, namely, of a transition from
a ferromagnetic ground state in the interfacial layer to antiferromagnetic due to
altered bond geometry in the contact region [112]. More specifically, the Fe1-O-Fe2
bond is different for the two ferroelectric configurations, where Fe1 and Fe2 are two
inequivalent atoms in neighbouring sublattices connected through an oxygen atom. It
is known that the indirect exchange parameters in spin-polarized systems are strongly
affected by bond lengths and angles, and in this case it is found that it favours a
ferromagnetic ground state in the FeO layer when the ferroelectric polarisation points
towards the interface, while the opposite ferroelectric polarisation state favours an
antiferromagnetic coupling (as schematically shown in Fig. 10.3). Surprisingly, the
unintentional oxidation of the interfacial Fe is beneficial for the functionality of the
heterostructure. In this case, the scenario for the magnetoelectric coupling is distinct
from the canonical coupling of the magnetic and ferroelectric degrees of freedom
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in the ideal Fe/BaTiO3 heterostructure with a sharp interface, which is characterised
by a weaker magnetoelectric response with a modulation of the magnetic moment
of only 0.06µB per Fe atom [111].

The strong depth dependence of the photoemitted signal can be explored to study
the structure and morphology of interfaces in thin film heterostructures. For the
particular case mentioned above, of Fe deposited on BaTiO3 substrate, the intensity
of the Ti 2p line, attenuated by the Fe/FeO top layer is given by (10.2), while the
intensity of the Fe 2p line can be expressed as:

IFe = NFeλFe[1 − e−dFe/λFe ] (10.3)

where NFe is the atomic density and λFe is the escape depth of Fe 2p electrons. The
ratio

IFe
ITi

= NFe

NTi

λFe

λTi

1 − e−dFe/λFe cos θ

e−dFe/λTi cos θ
, (10.4)

where θ is the angle between the electron analyser and the normal to the sample
surface, describes the expected variation of the photoemitted intensity as a function
of the Fe film thickness in the ideal case of flat and abrupt interfaces; interdiffu-
sion, reactions at the interface or island-like growth instead of layer-by-layer will
lead to deviations from the expected trend. In Fig. 10.4 (left panel) one can see how
the intensity ratio IFe/ITi varies for Fe films deposited on BaTiO3 (a) at room tem-
perature and (b) at 373K (also as a function of post-growth annealing). The fact
that good agreement between the theoretical expression and the experimental data
is observed only when the sample is prepared at higher temperature, indicates that
deposition at 373K favours a 2D growth with smooth and continuous Fe overlayer.
Figure10.4 (right panel) shows the XPS spectrum across the Fe L edge, where an
additional component visible at higher binding energy in the Fe 2p spectrum that
evolves with a post-annealing treatment indicates the presence of an oxide layer at
the Fe/BaTiO3 interface. In order to determine the thickness of the reacted layer,
the previous model can be further elaborated to include an additional term which
represents the contribution of the oxide layer beneath the Fe with thickness dFeOx .
In this case the expression for the intensity ratios of Fe in the top layer and in the
interface oxide layer becomes:

IFeOx

IFe
= 1 − e−dox/λFe

edFe/λFe − 1
(10.5)

From (10.5) it is deduced that the thickness of the oxide layer is 0.14nm (1ML). It
is this layer which has been associated with the strong magnetoelectric response and
ON/OFF switching of the Fe magnetisation due to switching of the magnetic ground
state from ferromagnetic to antiferromagnetic, an effect which makes such system
an efficient spin filter and of potential use for four-state memories.
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Fig. 10.4 Left: Variation of the XPS Fe/Ti intensity ratio as a function of polar angle for two
Fe/BaTiO3 samples grown at room temperature (a) and at 373K (b), for various values of the
post-growth annealing temperature. Lines are based on the theoretical curve for perfect 2D growth,
which are found to provide a good agreement only for the sample prepared at higher deposition
temperature. Right: Fe 2p core levels for the same two samples. Reproduced from [113], with
permission

10.3.2 Schottky Barrier Height and Band Alignment at the
Interface

One of the two building blocks of an artificial multiferroic is the ferroelectric com-
ponent. Examples include PZT and BaTiO3, which undergo a transition from a high-
symmetry cubic structure to a low-symmetry state with a spontaneous electric polar-
isation below their critical temperature. They are also two of the most studied fer-
roelectrics, explored for applications in non-volatile memories [114], piezoelectric
sensors, nanoactuators, lab-on-chips [115], pyroelectricity, solar energy and surface
catalysis [116, 117]. In ferroelectric random access memories (FeRAMs), the capac-
itive readout is presently used. One disadvantage with such approach is that reading
the data stored on a FeRAM requires applying an electric field tomeasure the amount
of charge needed to flip the memory cell to the opposite state, destroying the infor-
mation and requiring an additional re-writing operation to restore the bit. In addition,
electrical fatigue is a well known problem that occurs with consecutive switching
cycles, which leads to a drastic efficiency reduction due to reduced polarisation [118].
An alternative option is that of resistive readout in ferroelectric tunnel junctions [51,
119] based on tunneling electroresistance, a physical phenomenon associated with a
modulation in the interface barrier height in response to polarisation reversal [120,
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121]. Its functionality can be extended to four-state memory devices when multi-
ferroic tunnel junctions and the additional tunneling magnetoresistive effect is used
[74]. In both instances, a detailed knowledge of the mechanisms ruling the electronic
behaviour of the interfaces is critical.

Of particular interest for the electrical properties of multiferroic heterostructures,
including transport behaviour and conduction mechanisms operating in real devices,
is the Schottky barrier, which may develop at metal/ferroelectric interfaces. When
present, it leads to a rectifying behaviourwith characteristics that can be parametrised
in terms of the barrier width and height. The Schottky barrier height depends pri-
marily on the difference between the work functions (φM,S) of the two materials in
contact; depending on the sign of φM − φS, the electrons tend to pass either from
the conduction band of the semiconductor into the metal (φM > φS, corresponding
to a bending of the semiconductor bands “upwards”) and vice-versa. The resulting
deformed band structure acts as a barrier that electrons have to overcome in order
to transit the interface. In addition, other mechanisms may intervene and modify the
height of the barrier, for example, structural defects at the interface which may act
as recombination sites [120, 122, 123]. Since photoelectron spectroscopy probes the
occupied density of states, it can be used to determine the relative band alignment
of the different components of an heterostructure, from which the Schottky barrier
height can be derived [124]. More specifically, with XPS one correlates the position
of the Fermi level of the metal to that of the core-level shifts within the ferroelec-
tric part; additionally, direct information on the local environment, composition and
chemical state of the interface can be obtained as well.

The mechanism for band alignment and formation of a Schottky contact at mul-
tiferroic interfaces is far from trivial, since it involves a complex interplay between
the electric field associated with polarisation charges, the depolarisation field which
tends to restore charge neutrality, and imperfect screening of the interface charges
near themetallic contact. Already in the case of free standing ferroelectric slabs, there
is an inherent band bending [125–127] which, as illustrated in Fig. 10.5, depends on
the direction of the ferroelectric polarisation due to the surface bound charge of
the ferroelectric. This generates an interface built-in potential of the form ePδ/εr ,
where δ is the distance the potential propagates into the ferroelectric, εr is the relative
dielectric permittivity of the ferroelectric and P the ferroelectric polarization. This
potential is further associated with a shift in the photoemission spectra towards lower
(P–) or higher (P+) binding energies [127–129].

In addition to the band bending term due to differing work functions, the
metal/ferroelectric contact leads to an additional modification of the band bending
at the interface associated to the polarisation charges on a characteristic length scale
that depends on the work function of the metal contact. In the particular case of the
interface between ferroelectric PZT and Au, the metallic contact screens the polari-
sation charges at the interface, decreasing the band bending in the contact region to
0.45eV and resulting in a Schottky barrier height of 1.12eV for holes [127].

To determine experimentally the Schottky barrier height at the interface between
two materials, say a ferroelectric A and a metal B, from the core-level position, it
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Fig. 10.5 Influence of the ferroelectric polarisation state on the photoemission spectra: P+ polar-
isation, pointing away from the surface creates a component at higher binding energy while
P– polarisation is seen at lower binding energies. Reproduced from [126], with permission

is useful to split the observed band offsets in terms of the ferroelectric and valence
band offsets,

Φp = ΔEv + ΔV (z), (10.6)

where ΔV (z) accounts for the skewing effect due to the ferroelectric potential, and
ΔEv , the valence band offset term, which has exclusively electronic origin and can
be expressed as:

ΔEv = (EB − EA)A/B − (EB − EF)B − (EA − VBM)A, (10.7)

with EF is the Fermi level of the metal and VMB is the valence band maximum of
the ferroelectric.

Popescu et al. [130] calculated the Schottky barrier height for the BaTiO3/LSMO
interface for the hole-depletion state, where the top BaTiO3 layer was made suf-
ficiently thin in order to allow photoelectrons excited in the interface region to be
detected (see Fig. 10.6). The terms of (10.7) are deduced based on the position of
the Ti 2p and valence band maximum in BaTiO3 and Sr 3d level in LSMO. The
correction term of (10.6), ΔV (z), which stands for the skewing of the bands within
the BaTiO3 due to the ferroelectric polarisation, has been determined by comparing
the position of the valence band maximum at normal incidence, which is more bulk-
sensitive, and at grazing incidence for probing more of the surface. The modulation
of the Schottky barrier height for the two directions of ferroelectric polarisation is
then given by:

ΔΦB = 2λeff
DS

ε0
(10.8)

with DS the dielectric displacement in BaTiO3, ε0 the vacuum permittivity and λeff ,
the effective screening length which is a non-universal parameter that depends on
the nature of the contacts and interface chemistry [19].
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Fig. 10.6 Band alignment at
the BaTiO3/LSMO
multiferroic interface
inferred from photoemission
data. From [130], with
permission

Table 10.1 Experimental estimates for the modulation of the Schottky barrier height (SBH) in
ferroelectric-metallic structures with the direction of the ferroelectric polarisation (P+, P– pointing
away or towards the interface, respectively)

System SBH (P+) (eV) SBH (P–) (eV) ΔΦB (eV) Reference

Pt/bulk-BaTiO3 0.3 0.95 0.6 [131]

RuO2/BaTiO3 0.35 1.45 1.1 [131]

Pt/thin-BaTiO3 0.4 0.85 0.45 [132]

LSMO/2.8nm
BaTiO3

1.35 1.05 0.3 [133]

A list of experimental estimates for the modulation of the Schottky barrier height
in ferroelectric-metallic structures with the direction of the ferroelectric polarisation,
reported in the literature from photoemission, is given in Table10.1. One finds that
the ferroelectric-induced modulation of the Schottky barrier height is large, reaching
1.1eV in the case of RuO2/BaTiO3 [131]. In the case of Pt/thin-BaTiO3/Nb-SrTiO3,
a smallerΔΦB = 0.45eV for the Pt/BaTiO3 interface is accompanied by a transition
from Schottky to ohmic conduction at the bottom BaTiO3/Nb-SrTiO3 contact.

One aspect which has to be treated carefully concerns the dynamics of charge
reorganization at multiferroic interfaces under X-ray illumination, which has impli-
cations to a proper understanding of the measurements performed with synchrotron
light. Due to the high photon fluxes there is a high density of emitted secondary
electrons which may screen the ferroelectric surface charge. Such an effect has been
reported byWu et al. [134] while probing the interface region of buried LSMO under
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4nm PZT. By following the Sr 3d core levels of the buried LSMO as a function of
exposure time, they observed a variation of the position of the Sr lines with satura-
tion behaviour in the range of minutes. In simple terms, the internal field associated
with the ferroelectric polarisation acts as an effective bias which redistributes the
photo-generated carriers, such that the depolarisation field of PZT is gradually sup-
pressed to eliminate the polar discontinuity. This suggests that the best approach
to investigating band alignment and cross coupling between ferroelectric and spin
degrees of freedom might be in operando conditions (i.e., with bias applied on the
metal/ferroelectric junction), i.e., in conditions that mimic the functioning of real
devices.

10.3.3 Angle-Resolved Photoelectron Spectroscopy of
Multiferroic Interfaces

The most direct way of accessing the electronic properties of a material is in angle
resolved photoelectron spectroscopy (ARPES), since it gives information on the
spectral function of a system, provides a mapping of the band structure, gives the
carrier density at the Fermi level, and the topology of the reciprocal space. However,
ARPES is generally limited to surfaces because of the small escape depth of the
photoelectrons generated with conventional UV light sources. Probing deeper into
the bulk with soft X-ray radiation comes at a price of losing 2–3 orders of magnitude
in photoexcitation cross-section. The solution is to use synchrotron sources with high
brilliance in order to compensate for the small signal in the valence band.

The first photoemission experiments with resolution in the k-space were per-
formed for the LSMO (x = 0.3) interface buried under a thin ferroelectric layer at
the Swiss Light Source [133]. LSMO is characterised by mixedMn3+/Mn4+ valence
induced by the doping of the parent compoundLaMnO3 with Sr atoms.Knowledge of
the bulk band structure, especially along the kz direction, requires sharp momentum
resolution achievable with higher probing depth in soft X-ray ARPES (SX-ARPES).
In another study, the theoretical topology [135] of the reciprocal space for bareLSMO
has been confirmed using ARPES [136]. The momentum space is characterised by
electron spheres at the Γ point: Mn 3d eg d3z2−r2 and dx2−y2 degenerate orbitals with
equal occupancy and hole cuboids at the corners of the 3D Brillouin zone. The elec-
tron spheres are probed using 643eV incoming photons and hole states using 708eV.
In each case, the signature of a rhombohedrally distorted cell is seen as “shadows”
between the main features (Fig. 10.7). Additionally, element and chemical speci-
ficity of the states near the Fermi level has been achieved in resonant photoemission
measurements at the Mn 2p edges (∼643eV) which, due to the intra-atomic 2p–3d
resonance, disclose the exact contribution of Mn states at the Fermi level [137].

By taking advantage of recent developments in SX-ARPES, which provide
unprecedented photon flux [101], the interfacial electronic properties of a 2.5nm
BaTiO3/LSMO/SrTiO3(001) heterostructure could be visualized directly aswellwith
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Fig. 10.7 a Experimental k‖ cuts of the Fermi surface measured as a function of the polar angle θ,
representing the ΓXM plane [a, measured at hν = 643eV] and XZM’R plane [b, with hν marked
on the right varying around 708eV as a function of ky to keep k⊥ constant]; experimental k⊥
cuts measured under hν variations (marked on the right for kx = 0) representing the XXM (c) and
XYMR (d) planes. For the latter, hν tracked the sample rotation to keep constant ky = π/a. The
“shadow” Fermi surface contours are marked by arrows. From [136], with permission

momentum resolution using soft X-ray linear polarized light. The ferroelectric polar-
isation points towards the interface (P–), thus inducing a hole-depleted region near
the interface [6–8, 68, 75]. The band structures recorded along the ΓX direction at
643eV for a reference LSMO film and the LSMO/BaTiO3 heterostructure are shown
in Fig. 10.8(c) and (d), respectively, and show that the signature of hole depletion
at the LSMO interface is the increase of the Fermi wavevector from kF = 0.25/π
in the LSMO reference film to kF = 0.27/π for the buried interface. The Luttinger
theorem [138] which links the number of particles in the ground state with the “vol-
ume” enclosed by its Fermi surface (Luttinger volume) confirms that this finding
is consistent with the scenario of a hole depletion (electron doping) state. Another
effect associated with the hole-depleted interface is a renormalisation of the effective
mass of the electrons at the interface due to increased correlation effects by a factor
of∼2 compared with the bare surface. This value has been deduced from a parabolic
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Fig. 10.8 a Experimental configuration of the LSMO/BaTiO3 sample investigated with ARPES
and b geometry of the reciprocal space. Experimental band structures recorded on c bare LSMO
and d LSMO/BaTiO3 interface along the ΓX direction showing the effect of electron doping which
manifests in the increase of the kF for the doped interface. e The four Fermi surfaces, calculated for
states containing the electron spheres and hole cuboids (dashed lines for bare LSMO and continuous
line for the hole-depleted interface) summarizes the effects of chargemodulation due to ferroelectric
effect. From [133], with permission

fit of the kink in the electronic bands ranging in the 0–0.3eV interval below the
Fermi level. The calculated Fermi surfaces in both planes containing Γ and R points
for the LSMO film and hole-depleted interface are superimposed in the same image
shown in Fig. 10.8e. They indicate that when the density of hole states (inferred from
isoenergetic cuts in the ΓXZR plane) decreases, the electron density (extracted from
Fermi surfaces inΓXXMplane) increases, so that the overall neutrality of the system
is preserved.

In order to achieve a definitive picture of the charge modulation effect, the Fermi
surfaces have been recorded at 643eV to probe the ΓXXMplane containing electron
spheres and at 708eV to probe the hole states at the LSMO/BaTiO3 interface, shown
in Fig. 10.9a, b, and for the bare LSMO (c, d). The resemblance with the bulk LSMO
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Fig. 10.9 a Fermi surfaces recorded at 643eV revealing the electron spheres in Γ and b hole
cuboids at 708eV for the LSMO/BaTiO3 interface and c–d and a–b bare LSMO taken as reference.
From [133], with permission

is striking, with no major modification of the reciprocal space topology. The charge
enrichment seen in the larger spheres centered at Γ accompanied by the shrinking of
the hole cuboids in the corners of the Brillouin zone corresponds to a modulation of
∼0.1e/unit cell [7, 68]. Such directmeasurements of the band structuremodifications
induced by the ferroelectric polarisation at the multiferroic interface measured using
ARPES open theway for further studies involvingmetallic interfacesmodified by the
ferroelectric field effect, such as in PbTiO3/SrRuO3, PZT/LSMO or BiFeO3/LSMO,
which are of particular interest from both practical and basic science perspectives.

10.4 X-ray Absorption Spectroscopy Studies
of Multiferroic Systems

X-ray absorption spectroscopy, with its ability to probe the electronic structure of
matter and its capability for discriminating different aspects of the material prop-
erties, including magnetism and ferroelectricity, has been widely employed in the
investigation of multiferroic systems. In this section we describe some of the unique
contributions of this technique to our understanding of multiferroic phenomena,
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which largely explore the fact that by tuning the X-ray energy to the absorption
edges of the different elements present in the system and by choosing the appropri-
ate light polarisation, the different facets ofmultiferroic systems can be probed: either
the electronic structure by probing the unoccupied density of states above the valence
band, which reflect closely the local crystalline atomic environment; or by probing
the magnetic moment using the X-ray magnetic circular dichroic effect (XMCD), or
ferroelectricity by using linear dichroism, the latter two aspects being often associ-
ated with different atomic species in the system. In addition to standard spectroscopy,
several XAS-based techniques have been developed that provide spatially resolved
absorption maps of the sample, enabling local measurements of the magnetic and
ferroelectric properties, including the determination of magnetic and ferroelectric
configurations. In the following we aim at illustrating some of these capabilities by
highlighting some of the work where the use of XAS has been employed to study and
characterise interfacial phenomena at ferroelectric/ferromagnetic systems, including
magnetoelectric coupling. For simplicity,we discuss first non-spatially resolvedXAS
and we consider separately L-edge spectroscopy, associated with p to d transitions in
the 3d transition metals, and K-edge spectroscopy, associated with s to p transitions
(X-ray absorption near edge spectroscopy, or XANES).We then consider techniques
that can provide spatially-resolved XASmaps of the sample, with emphasis to X-ray
photoemission electron microscopy (XPEEM), which has been widely used to the
investigation of multiferroic heterostructures.

10.4.1 L-edge XAS Studies of Multiferroics and
Heterostructures

X-ray absorption spectroscopy is a very powerful and mature technique that is rou-
tinely used for the electronic characterisation of materials, including ferromagnets,
ferroelectrics and single phase multiferroics [139–142]. Its simplest application is
that of identifying the oxidation or valence states, or the chemical bond and envi-
ronment, by comparison with reference or calculated spectra, but more advanced
use of X-ray absorption include probing ferromagnetic order through the XMCD
effect (and in some instances, of the quantitative determination of spin and orbital
contributions to the total moment through sum rules [143, 144]); the probing of
antiferromagnetic and ferroelectric configuration through linear dichroic effects; to
the determination of bond angles and bond lengths in EXAFS. In systems where
ferromagnetic and ferroelectric order originate from different atomic species, the
energy selectivity associated with X-ray absorption allows one to probe both aspects
of the system largely independently in a single experiment. One example from the
literature illustrating this capability is the report by Yi et al. [145] showing the con-
trol of magnetic order at the interface between La0.5Ca0.5MnO3 and BiFeO3 through
the magnetoelectric coupling: by switching the BiFeO3 ferroelectric polarisation,
both a change in the magnetic moment of the Mn and of the Fe are observed, from
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zero to a finite value, as determined from XMCD measurements at the Fe and Mn L
edges. The development of a net Fe magnetisation in this system was attributed to
antiferromagnetic superexchange between Fe and Mn atoms at the interface, which
is modulated by the changes in charge carrier density resulting from screening of
the BiFeO3 ferroelectric polarisation. Another instance where a net magnetisation in
the Fe atoms of BiFeO3 films interfaced with a doped manganite develops, has been
reported for the LSMO/BiFeO3 interface [146], also probed by XMCD; the effect
in this instance was attributed to electronic orbital reconstruction at this interface
[81] and was found additionally to be associated with the development of exchange
bias in the system [146, 147]. The role of modified orbital occupancy at multiferroic
interfaces has also been investigated for the LSMO (x = 0.175)/PZT interface using
soft X-ray spectroscopy and the linear and circular dichroic effects [68]. In this work,
it is found that switching the direction of the ferroelectric polarisation results in a
energy shift in the Mn L-edge spectra associated to a change in Mn valency, in a
change in themagnetic moment (higher for the depletion state), and in a change in the
orbital occupancy, effects that are confined to the interface region. These results are
in agreement with previous spectroscopy measurements on LSMO (x = 0.2)/PZT
[8], where those changes were attributed to a change in the interfacial charge carrier
density (see Sect. 10.4.2); in the work by Preziosi et al. [68], however, those changes
are attributed to changes in the polarisation dependent structural distortions of the
interfacial MnO6 octahedra, as found in LSMO (x = 0.2)/BaTiO3 [19].

XAS has been used extensively to determine the effect of strain on the electronic
andmagnetic structure [148]. Among the magnetic materials used in strain-mediated
multiferroic heterostructures, we mention the metallic ferromagnets, including the
dopedmanganites, where piezostrain induces changes in the magnetic anisotropy via
magnetoelastic interaction, which gives rise to changes in themagnetisation easy axis
and in the coercivity. A particularly strong manifestation of these effects is that of
ferroelectric domain imprint on themagnetic configuration of the ferromagnetic film,
as observed in Fe films deposited on a- and c-oriented BaTiO3 crystals [149–151].
Ferrites, including magnetite, have also been widely investigated in this context,
partly due to their high resistivity and partly due to their chemical stability vis-à-vis
the ferroelectric perovskites. Ferrite-perovskite composites were the first artificial
multiferroic composite materials synthesised with the aim of overcoming the small
number of intrinsicmultiferroicmaterials available in nature and their relatively small
magnetoelectric coupling [152–154]. Such composite structures can be synthesised
in a variety of ways, including euctetic growth in the bulk, sintering of nanopowders
of the individual materials, self-organised growth induced by phase separation in
co-deposition of thin films [49, 155–157], the growth of ferrite/perovskite layered
structures [158, 159]; the various synthesis processes, materials combinations and
materials characterisation have generated a vast literature aiming at maximising the
elastic coupling between the composite phases and achieving larger magnetoelectric
effects, and to reducing charge leakage (mostly in the ferromagnetic component)
[40, 56, 160–162]. Spectroscopy studies of such systems have concentrated on the
determination of the magnetic moment associated with the different elements of the
magnetic component (the spin alignment in the Ni and Co ferrites is antiferromag-
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Fig. 10.10 a X-ray absorption spectra (circles) and linear dichroism (lines) at the Ti L2,3 edge
at normal incidence measured at remanence after applying a saturating magnetic field to the
CoFe2O4/BaTiO3 nanocomposite sample along the perpendicular direction (left) and in-plane
(right). b and c show a schematic of the expected lattice distortion in the BaTiO3 nanostructures
induced by magnetostriction from the CoFe2O4. From [156], with permission

netic, with the non-zero total moment arising as a consequence of the different spin
states of the cations composing the two antiferromagnetic sub-lattices) [163, 164] and
with the identification of the relative site occupation of the differentmagnetic cations.
The element specificity of XAS has been explored to obtain element-specific mag-
netic hysteresis loops, for example, for the Ni and Fe cations in a NiFe2O4-BaTiO3

ceramic [165].
One example where the use of the natural dichroism that arises with changes in the

crystal symmetry induced by strain is employed to understanding the nature of the
magnetoelectric coupling in strain mediated multiferroic nanostructures is provided
by Schmitz-Antoniak et al. [156, 165] in [001]-oriented CoFe2O4/BaTiO3 multi-
ferroic nanocomposite, where they consider the structural changes on the BaTiO3

induced by the CoFe2O4 magnetostriction. This is seen as the emergence of an in-
plane linear dichroism at the Ti L2,3 edge going from the case where the magnetic
field is applied out of plane (resulting in an in-plane cubic symmetry) to applying
the magnetic field in-plane (resulting in a uniaxial distortion of the BaTiO3 lattice),
as shown in Fig. 10.10.
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10.4.2 K-edge X-ray Absorption Spectroscopy of
Multiferroics

The absorption K edges are characterised by excitation of core electron from s states,
which are not subject to spin-orbit coupling (L = 0). In addition, the final p states
in the 3d magnetic systems have only very small spin imbalances, such that absorp-
tion at K edges are not very sensitive to magnetic order. 1 The absorption K-edges
associated with 1 s electrons are often characterised by an abrupt, step-like increase
in the absorption spectrum and the sensitivity of the edge energy value to the atomic
chemical state and environment, including crystal symmetry, makes K-edge spec-
troscopy very useful to assessing ionic and valence states in the system, as well as
in identifying structural phases. The absorption K edges of the 3d transition metals
lie in the 5–9keV energy range, where the attenuation length of x-rays becomes
relatively large (a few µm in the 3d elements and in the metre range in air). At
these energies and for elements with atomic number Z > 20, fluorescence yield
becomes a significant relaxation channel for the absorption process [139], making
XAS in this energy range eminently bulk sensitive when measuring fluorescence
yield. However, in heterostructures, it is possible to interrogate small regions of the
sample structure when they are composed of, or contain a specific element, where
the use of high brilliance synchrotron x-rays compensate for the reduced scattering
volume. One key advantage of XAS at these energies is its ability to probe deeply
buried layers, which is more challenging with other spectroscopic techniques, such
as photoelectron spectroscopy or soft X-ray spectroscopy [109, 167].

The power of XANES to probe changes in the electronic state can be illustrated by
thework carried out onmultiferroic PZT/LSMOdevice structures. In this system, one
exploits the surface bound charge of the ferroelectric layer to induce a charge modu-
lation in the metallic LSMO channel layer (so-called ferroelectric field effect), which
results in either depletion or accumulation of hole carriers at the LSMO/PZT inter-
face for the two states of the ferroelectric polarisation direction. Using this approach,
a largemagnetoelectric effect was observed by direct magneto-optic Kerr effect mea-
surements, seen both as a large change in the saturation magnetisation as a function
of the direction of the ferroelectric polarisation and as a modulation in the magnetic
critical temperature and coercivity [6, 168]. Such results indicate the presence of a
charge-driven modulation of the magnetic moment and of the exchange interactions
in the LSMO. To address the electronic nature of the magnetoelectric coupling in
this system, the electronic state was directly probed with XANES by measuring the
changes in the absorption K edge of Mn as a function of the ferroelectric polarisation
direction, as shown in Fig. 10.11. The samples for these experiments consist of 10–12
u.c. LSMO (x = 0.2) film deposited on a SrTiO3(001) substrate, where the thickness
is right at the onset of electrical conductivity in the LSMO film [72]. A 200nm thick

1However, due to electronic hybridisation of the final 3p states with 3d states in the magnetic transi-
tion metals, pre-edge features may contain magnetic information, and in fact, the first experimental
observation of the XMCD effect was at the Fe K edge [166], where the largest spin asymmetry is
observed just below the main absorption edge.
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(a)

(c)

(b)

Fig. 10.11 a Room temperature XANES results for the two polarisation states of the PZT. b
Difference inX-ray absorption for the twoPZTpolarisation states; the full linemodels this difference
assuming a rigid shift in the Mn absorption edge. c Variation of the X-ray light absorption as a
function of the applied gate voltage at a fixed energy of 6549.7eV. From [8], with permission

PZT layer is then subsequently deposited, followed by a Au top contact, used with
the LSMO film as electrodes for switching the ferroelectric polarisation. The sample
is made in the form of a Hall bar device structure by lithographic methods, with
the active area of the device sufficiently large (160 × 320µm2) to accommodate the
X-ray beam. One finds that, as the direction of the ferroelectric polarisation switches
the system from depletion to the accumulation state, the absorption edge ofMn shifts
by 0.1eV to higher energies.

It is well established that the position of the absorption edge is very sensitive to
the cationic valency in a wide array of compounds [169, 170]. In the case of the
manganites, the energy edge position has been found to vary with the doping level
x between x = 0 (Mn3+) and x = 1 (Mn4+) by about 3.5eV in LaMn1−xCoxO3

[171], 3–4.2eV in La1−xCaxMnO3 [172–174], 2.5–3eV in La1−xSrxMnO3 [175–
177], accompanied by other more subtle changes in the spectra, including peak
amplitude and edge shape. Generally speaking, the edge energy position increases
from the metallic state (Mn0) to higher formal valence states. Several effects can
contribute to this shift in the absorption edge, including changes in theMn–Obonding
distance (larger bonding distances favour ionic over covalent bonding and a reduction
in the bandwidth of the 4p valence states), and a change in the nominal valency,
which affects the position of both core and valence energy levels [177]. Hence, in
the manganite series, the change in edge energy with doping can have both a ion-
ligand bond length contribution as well as a contribution arising from the change
in the valence state of the cations proper. In the present case, the observed changes
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in the absorption edge energy are expected to originate from the change in cation
valency only, giving a change in valency ofΔx = 0.1 between the accumulation and
depletion states averaged over the whole of the LSMO film [175]. This corresponds
to a total change in interfacial charge of 1.1 e per square unit cell, in good agreement
with the 2Ps value found for the saturation ferroelectric polarisation, showing that
the PZT polarisation is effectively screened by charge carriers from the LSMO and
indicating also a low density of charge traps at this interface [178]. This change in
valency is expected to take place mostly at the PZT/LSMO interface, to within the
screening length of LSMO, of about 1 u.c. [72]. These results have been confirmed by
more recent XAS measurements for LSMO (x = 0.175)/PZT heterostructures [68],
where the probing of the Mn 3d states indicate a change in the orbital character at the
interface (attributed to changes in the bond lengths at the interface atoms, instead of
strictly to changes in occupancy arising from hole depletion or accumulation) [19].

Another direct application of 1s K edge XANES to the study of the magneto-
electric coupling is illustrated by the work of Park et al. [179] in CoFe2O4/PMN-PT
multiferroic heterostructures. In this study, a 100nm thick CoFe2O4 film is deposited
on a ferroelectric PMN-PT(001) substrate, where a strain-induced magnetoelectric
effect leads to an electric field modification of the coercive field and remanent mag-
netisation. The effect of piezo-strain on the electronic properties of the CoFe2O4 was
studied using XANES at both the Fe and Co K edges with and without the applied
electric field, where it is found that the applied electric field results in a shift of the
X-ray absorption edge to higher energies, in the case of the Co K edge, and to a shift
in the opposite direction at the Fe K edge. These changes in the cation valency are
explained in terms of a reduction of the oxidation state of Fe3+ and increase in the
oxidation state of Co2+ under the action of an in-plane compressive strain induced
by the electric field, which is attributed to a partial charge redistribution induced by
the lattice distortions, an effect that can be seen as the counterpart of the example
shown in Fig. 10.10 [156].

10.4.3 X-ray Photoemission Electron Microscopy (XPEEM)

Spatially resolvedmaps of theX-ray absorption ofmaterials can provide direct access
to non-uniformities in the electronic, magnetic, and ferroelectric state and is imple-
mented in somewell established techniques, either based in full-field imaging (X-ray
photoemission electron microscopy, PEEM, and X-ray holography) or in rastering
modes (scanning transmission X-ray microscopy, STXM, and X-ray ptychography)
[180, 181]. In STXM, the X-ray beam is focused to spot sizes down to about 10–
15nm using Fresnel zone plates, and rastered through the sample to provide a direct
measurement of the X-ray absorption of the sample with nm spatial resolution. Due
to the requirement that the sample be X-ray transparent, it has been less explored to
studying multiferroic systems. A more recent development is that of X-ray ptychog-
raphy [182–184], where the scattering patterns of overlapping areas of the sample
are used to reconstruct both amplitude and phase of the scattered waves, and where
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spatial resolutions are limited by the largest scattered wavevector measured, reaching
8nm in 2D and down to 16nm in 3D tomography [185–187]. In X-ray holography,
an X-ray beam transmitted through the sample interferes with a reference beam pro-
viding a scattering pattern that include information both about the amplitude and
phase of the scattered beam, and in particular, variations in intensity caused by the
XMCD effect, for example. It has a spacial resolution that is limited by the size of
the reference beam, which can be made as small as 30nm, and since the sample is
also the optical element, it uses relatively simple experimental set-ups. The ultimate
use of this technique combines the reference aperture with the sample in a single
support, making the measurement largely vibration insensitive and providing extra
spatial sensitivity well beyond the nominal spatial resolution, down to a few nm [188,
189]. One important constraint for this technique resides in the sample fabrication,
which needs to be X-ray transparent at the sample and reference aperture regions
only, often requiring an involved sample fabrication procedure [188]. In XPEEM,
the sample is uniformly illuminated with X-rays and amagnified image of the locally
emitted photoelectrons (whose intensity is proportional to the X-ray absorption) is
obtained using electron optics. Since it relies on detecting photoemitted electrons, its
probing depth is of the order of a few nm, making PEEM particularly suited to study-
ing surface and interface phenomena [190, 191]. Its spatial resolution is of the order
of 30nm in XPEEM, limited mostly by aberrations introduced by the spread in the
energy and emission angle of the photoemitted electrons, but also by theX-ray energy
dispersion (aberration-corrected PEEM microscopes can theoretically improve the
spatial resolution down to ∼4nm [192, 193]). One strength of PEEM is its ability
to provide direct maps of the magnetic and ferroelectric domain structure through
X-ray dichroic effects; in particular, due to its high spatial resolution, the magnetic
configuration of submicrometre-sized elements can be measured. An example of this
capability is illustrated in Fig. 10.12, where the ferroelectric and antiferromagnetic
domain structure of a BiFeO3 sample is obtained over the same area by determining
the linear dichroism at the O K edge (for the ferroelectric order) and at the Fe L edge
(for the antiferromagnetic order) [194]. Also worth noting is that, since the XMCD
effect does not rely on a direct magnetic interaction, themagneticmeasurements with
XPEEM have the advantage that the magnetic state of the system is not disturbed by
the probe (unlike in magnetic force microscopy, for example, where the magnetic tip
can perturb the magnetic state).

A different contrastmechanism in PEEM relies on differences in the surfacework-
function; in particular, for ferroelectrics, it has been demonstrated that the presence
of a ferroelectric polarisation modifies the surface potential and makes ferroelectric
domains visible in PEEM, particularly in so-called threshold photoemission, which
uses photon energies close to the surface work function [195]. Since most XPEEM
units are also equipped with an electron gun and can therefore also double as a low
energy electron microscope (LEEM), it is worth mentioning a different mechanism
for probing ferroelectric domains based on operating the system in mirror mode; in
this case, different intensity contrasts are obtained for low energy electrons feeling
the electrostatic potential at the surface generated by the ferroelectric polarisation
to produce high resolution images of the ferroelectric domain configuration of the
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Fig. 10.12 XPEEM images taken on a BiFeO3 single crystal showing a ferroelectric domains and
b the antiferromagnetic domain structure obtained by using linear dichroism effects at the O 1s
edge and Fe L2 edge, respectively. Reproduced with permission from [194]

sample [196]. One important requirement for XPEEM is that the sample be slightly
conducting and compatible with ultrahigh vacuum conditions; in fact, the sensitivity
of the imaging quality to local charging of the sample tends to be the main diffi-
culty in using XPEEM for studying multiferroics. Despite this, XPEEM has been
successfully used to study such systems, and has provided unique information about
the electronic and magnetic changes as a function of the applied electric field, and
therefore of the magnetoelectric coupling mechanisms [95, 197].

A striking example of the use of XPEEM to study the magnetoelectric coupling
in multiferroic systems is that provided by the work carried out by Zhao et al. [29] on
BiFeO3(001) thin films, where a direct correlation between the ferroelectric domain
structure, measured by piezoelectric force microscopy (PFM), and the antiferro-
magnetic domain structure, measured by XPEEM, is found, by measuring the same
area of the sample in both techniques. This study could demonstrate, in particular,
that the switching of the ferroelectric polarisation also switches the direction of the
antiferromagnetic domains, demonstrating therefore a direct coupling between the
ferroelectric and magnetic order parameters in BiFeO3 (a result also obtained inde-
pendently from neutron scattering measurements [198]). The determination of the
antiferromagnetic domain structure relies on the linear magnetic dichroic (XMLD)
effect; the latter effect can be exploited in two different ways for imaging, one by
measuring the difference in absorption for two different directions of vibration of
the electric field of the light, and the other relying on changes in the linear dichroism
as a function of energy (in particular, at two energies where the linear dichroism has
opposite signs, to provide enhanced contrast). The first process is a true measure of
the linear dichroism, but has the difficulty that, in XPEEM, to probe in-plane crystal
orientations in a thin film, a physical rotation of the sample is required.2 Hence, it is
easier to probe the difference in absorption at two different energies: the acquisition

2The low angle of incidence typical of XPEEM implies that s-polarised light is fully in the plane
of the sample, while p-polarised light has a dominant out of plane component. The latter geometry
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(a)

(d) (e)

(b) (c)

(f)

Fig. 10.13 Left: XMCD-XPEEM images taken at the Fe L edge showing switching of the mag-
netisation direction of the FeCo element with electric field applied in-plane. Right: XPEEM-XLD
images of CoFe2O4/BaTiO3 heterostructures at the Fe L edge showing the changes in the linear
dichroism as a function of the temperature-driven phases transitions of the BaTiO3 crystal that
reflect the change in the magnetic domain structure. Reproduced with permission from [203] (left)
and from [204] (right), respectively

time is faster since changing the energy is a faster process than physically rotating
the sample or changing the light polarisation (unless the beamline is equipped with
two twin undulators [199]); by choosing two energies at which the linear dichroism
is inverted, a larger signal to noise ratio can be obtained [200–202]. However, the
presence of linear dichroism can also be associated with the presence of a natural
linear dichroism (XNLD) associated with the crystal structure. A separation of these
two effects can be accomplished by increasing the temperature to above the Néel
temperature of the system, where the XMLD signal vanishes [197].

In another instance, the electric field control of the magnetic state of a CoFe pat-
terned element on a BiFeO3 film was demonstrated by Chu et al. [203]. In this study,
a local electric field applied close to a micrometre-sized CoFe element using lat-
eral electrodes patterned into a bottom SrRuO3 conducting layer was used to switch
the ferroelectric polarisation. By directly measuring the magnetic domain structure
using the XMCD effect at the Co L-edge, a change in the average magnetisation
by about 90◦ could be observed, shown in Fig. 10.13 (left). In this case, the magne-
toelectric effect is a consequence of a combination of two coupling effects, a first
one related to an intrinsic coupling in the BiFeO3 between the ferroelectric and the
antiferromagnetic order parameters (as discussed above) and a second process corre-
sponding to an exchange interaction between the antiferromagnetic order in BiFeO3

and the ferromagnetic order in the CoFe (although effects related to strain may also
be present).

XPEEM has also been used to investigate the elastic coupling between magnetic
thin films and nanostructures deposited on ferroelectric substrates. Two ferroelectric
substratematerials have beenwidely investigated, BaTiO3 and [Pb(MgxNb1−x )O3]y-
[PbTiO3]1−y (PMN-PT), in the case of BaTiO3 as a result of the presence of several

has associated with it a natural linear dichroic contribution due to the break of symmetry at the
interface (in particular, taking into account the surface sensitivity of PEEM).
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phase transitions in a very accessible temperature range (making it particularly useful
for the investigation ofmagnetoelectric coupling in heterostructures [158, 205–207]),
and for PMN-PTdue to its very large piezoresponse. For example,CoFe2O4,NiFe2O4

[204] and LSMO (x = 0.3) [208] deposited on BaTiO3 single crystals are shown to
present localmagnetic anisotropies that reflect the local ferroelectric domain structure
of BaTiO3, which when cooled down from above the critical temperature of 393K to
room temperature breaks into amultidomain structure composed of a- and c-domains
that reflect its tetragonal crystal structure. In XPEEM these domains can be directly
visualised by measuring the linear dichroism at the Ti L edge and, by measuring both
the XMCD and linear dichroism at the Fe L edge for CoFe2O4 and NiFe2O4, both
the magnetic domain structure and the crystal symmetry of the ferromagnetic layer
are also revealed, showing that the magnetic film exhibits a cubic anisotropy (both
magnetic and crystalline) at BaTiO3 c-domains and uniaxial anisotropy at theBaTiO3

a-domains, the latter as a consequence of the uniaxial strain induced by the BaTiO3.
Strikingly, the ferroelectric domain structure is made to reflect directly on the linear
dichroism of the CoFe2O4 film, as seen as a function of the different crystal structures
of BaTiO3 with decreasing temperature (Fig. 10.13 (right)). Another advantage of
XPEEM is that magnetic images can be obtained while applying electric fields to the
sample [209]. Such capabilities have been explored, for example, to observe changes
in the magnetic state of Ni structures deposited on PMN-PT(110) as a function of
the applied electric field [210, 211]. In the case of submicrometre-sized Ni dots
deposited on PMN-PT(110), a direct visualisation of a strain-induced rotation of the
magnetisation by 90◦ with the applied electric field demonstrates the presence of
a very large magnetoelectric coupling in such system as a result of the very large
change in the total magnetic moment [210].

10.5 Conclusions and Outlook

In this chapter we gave a (necessarily brief) survey of some recent advances in the
characterisation of single phase and artificial multiferroic heterostructures, to show
how the underlying processes and the several key parameters which are involved
in the magnetoelectric coupling can be inferred from X-ray absorption and photo-
electron spectroscopy measurements. In particular, we aimed at illustrating how the
interplay between spin, charge or orbital degrees of freedom couple to provide a new
magnetoelectric effect that is absent in the parent compounds and how such coupling
can be better understood by correlating the information on magnetic state, orbital
occupancy, and local electronic environment provided by X-ray absorption tech-
niqueswith the information acquired in photoemission on occupied states, by tapping
directly into the chemical state, band structure and interface electrostatic potential of
the system. We anticipate that novel technical developments, such as spin-resolved
ARPES [101], high resolution spectromicroscopy enabled by X-ray ptychography,
and the capability for probing the electronic structure at ultrafast timescales made
possible by X-ray free-electron laser sources [58], will further enable the disclosure
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of new phenomena and provide new insights into the processes governing the mag-
netoelectric coupling in single phase and artificial multiferroics, a class of materials
that has inspired and pointed new directions for designing novel materials through
interface engineering.
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Chapter 11
Oxides and Their Heterostructures Studied
with X-Ray Absorption Spectroscopy
and Resonant Inelastic X-Ray Scattering
in the “Soft” Energy Range

M. Salluzzo and G. Ghiringhelli

Abstract Soft X-ray absorption spectroscopy (XAS) and resonant inelastic X-ray
scattering (RIXS) have become essential experimental tools for the investigations the
complex physics of transition metal oxide (TMO) heterostructures. XAS has been
long used to determine the valence, the orbital and magnetic properties of transition
metals.More recently, linear and circular dichroism inXAShave beenwidely applied
to determine the crystal field splitting, the atomic orbital and spin moments, and
the magnetic order of 3d-states, in bulk sample, in thin films and at atomically-
sharp interfaces. Although less common, RIXS is also gaining popularity for its
capability of accessing local and collective excitations at a time; the recent technical
advances have been establishedRIXSas an importantmethod for the determination of
the electronic and magnetic properties of TMOs. This chapter is a brief review of the
salient XAS and RIXS results on TMO and TMO heterostructures published in the
last 15 years.

11.1 Introduction

In the last decades, the study of transition metal oxides (TMO) attracted the inter-
est of the condensed matter community due to their intriguing physical phenomena,
including colossal magnetoresistance in manganites [1] and high critical tempera-
ture (Tc) superconductivity in copper oxides compounds (cuprates) [2]. A complete
understanding of the extraordinary physics of thesematerials remains elusive inmany
cases. At the same time, the physics of TMO continues to provide new surprises.
Researches in artificial epitaxial TMO heterostructures demonstrated the creation
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of new systems at atomically sharp interfaces, characterized by physical properties
substantially different from the bulk properties of each layer. These results are fac-
ing the condensed matter community with new challenges [3], which require the
development and the use of experimental techniques able to selectively address the
electronic and magnetic properties of few atomic layers at the interfaces between
different TMOs.

The latest technological improvements in X-ray absorption spectroscopy (XAS)
and especially resonant inelastic X-ray scattering (RIXS) are establishing these tech-
niques as essential methods to study both the bulk and interfacial physics of TMOs
and their heterostructures. XAS, together with its polarization dependent related
spectroscopies [X-ray non-magnetic and magnetic linear dichroisms (XLD, XMLD)
and X-ray magnetic circular dichroism (XMCD)], is able to provide selective infor-
mation about the crystal field splitting and the orbital symmetry of the ground state,
the magnitude of the orbital and spin moments, and about the magnetic order of tran-
sition metal 3d-states with extraordinary sensitivity, down to fraction of a monolayer.
RIXS, on the other hand, is able to provide detailed d-d (crystal field), charge transfer
and intra-band electron-hole pair excitations spectral distributions; and, when per-
formed with sufficient resolution, RIXS can be used to map the dispersion of low
energy collective excitation, like magnetic related excitations (magnons, bimagnons,
spinons), phonon related excitations, orbital and charge order collective phenomena
(orbitons, charge density waves). The advent of new, brilliant synchrotron radiation
sources in the last few years has been extending the study of these phenomena to
samples of few atomic layers and to the interfaces of TMO heterostructures, opening
new directions in the exploration of the physics of TMOs also in nanostructures.

This chapter represents a review of the state of art of research in the study of TMO
heterostructures usingXASandRIXS techniques. Themain aim is to demonstrate the
unique capabilities of these methods by giving few selected examples of outstanding
achievements obtained in the field in last few years of research.

The chapter is organized as follows: Sect. 11.2 is devoted to an overview of
X-ray absorption spectroscopy, with a short theoretical introduction allowing the
basic assessment of the measurable quantities with particular emphasis on XLD
and XMCD and relative sum-rules. Section 11.3 is a brief introduction to resonant
inelastic X-ray scattering. Section 11.4 is dedicated to XAS and RIXS studies
of hole doped copper-oxide high Tc materials (cuprates) and related heterostruc-
tures, including cuprate/manganite heterostructures, cuprate/SrTiO3 as well as
cuprate/LaAlO3 superlattices, and to XAS, RIXS, XLD and XMCD studies on the
LAO/STO quasi 2D-electron gas (q2DEG), as other important example of novel
system where the interface physics dominate the electronic and magnetic properties.
Finally, Sect. 11.5 present some future directions of XAS and RIXS for the study of
the physics of transition metal oxides.
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11.2 Introduction to X-Ray Absorption Spectroscopy
and Resonant Inelastic X-Ray Scattering

Soft X-rayXAS andRIXS spectroscopy techniques are based on the inelastic scatter-
ing process of soft X-rays with matter, characterized by energies in the 300–1200 eV
range. In the resonant X-ray absorption process, the incoming photon (photon-in)
promotes the excitation of a core-electron of the absorbing ion into empty excited
states. This process is the basis of X-ray absorption spectroscopy, where the absorp-
tion cross section is measured as function of the incident photon energy. As described
in Fig. 11.1, a XAS spectra can be measured by looking at different sources of infor-
mation as function of the incoming photon energy, including the intensity of emitted
photoelectrons, of secondary and Auger fluorescent X-rays (called Total Fluores-
cence Yield, TFY), and the current of electrons which neutralize the sample after the
absorption process (Total Electron Yield, TEY). The Resonant Inelastic X-ray Scat-
tering (RIXS) technique, on the other hand, studies the photons which are scattered-
out of the sample after the decay of the resonant excited core-electron into the initial
state. In the following section we will give a brief outline of XAS and RIXS that will
serve as guideline for the understanding of the main results on oxide heterostructures
presented later. For more detailed description we refer to textbooks [4] and excellent
review papers [5].

Fig. 11.1 A schematic of the X-ray scattering process. The XAS spectra can be measured by using
several schemes, including the total electron yield method, which consist in the measurement of
the electron current which is generate between the ground and sample due to the exit of secondary,
Auger and photoelectrons, due to the absorption process, as function of the incoming photon energy.
In the total fluorescence yield, a photodiode measures the intensity of fluorescent emitted X-rays.
In RIXS, a special spectrometer is used to measure the number, the energy and, if possible, the
polarization of outgoing photons generated by the scattering process
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11.2.1 X-Ray Absorption Spectroscopy

In the X-ray absorption process, a core electron is excited to an empty state and, as
such, XAS spectroscopy is a probe of the unoccupied part of the electronic structure
of the system. The electronic and magnetic properties of transition metal oxides are
dominated by the occupation of the 3d-orbitals, which can be probed at the L2,3

absorption edge of the absorbing ion. From XAS it is possible to obtain information
related to the electronic configuration and magnetic properties of the selected ion,
making the technique elemental and orbital selective. In the L2,3 edge XAS process,
a 2p core electron is resonantly excited to the empty 3d states. The final state is
characterized by an extra 3d electron and a core-hole in the 2p orbital. The core-hole
and the 3d electron have a strong coulomb interaction, which strongly perturb the
ground state of the system.

It is possible to show that, with good approximation, a XAS spectra, IXAS, is given
by:

IX AS (E) ∝ ∣
∣
〈

f |ê · r|i 〉∣∣2 ρ (E) , (11.1)

where
〈

f
∣
∣ê · r∣∣ i 〉 is the expectation probability of the dipole moment operator. The

initial state is the ground state of the system, while the final state can be described as
the initial state with a core-electron excited to the unoccupied states of the system.
ρ(E) is the density of unoccupied electronic states in the continuum. The final states
that can effectively be reached are determined by the well-known dipole operator
selection rules. At the L-edge, the large spin-orbit splitting of the 2p core level gives
rise to two absorption resonances, i.e. the L3 and the L2 absorption edges, as shown in
Fig. 11.2. The separation between L2 and L3 is relatively small for light 3d transition
metals (e.g. ~6 eV for Ti) and larger for late transition metals like Cu (20 eV).

In spite of the simplicity of the process, the theoretical calculation of L-edge
XAS spectra of TMOs cannot be performed using a single-particle approximation
approach because the interaction between the core-hole and excited electron is very
strong. This give rise to so-called multiplet effects which has to be properly treated.
It turns out that one of the most successful method to treat multiplet effects is based
on a ligand-field multiplet model, an atomistic, localized, approach which is able to
treat exactly the presence of a core-hole. In this model, the dipole matrix element is
calculated assuming a scattering process from an isolated ion in a given crystal field
environment with opportune symmetry. For example, in perfectly cubic perovskites
the crystal field symmetry is octahedral, which splits the 3d levels in t2g (3dxy, 3dxz,yz)
and e.g. (3dx2-y2 and 3dz2) multiplets, separated in energy by a quantity named 10Dq
(Fig. 11.2a). Several codes have been developed to calculate the atomic multiplet
spectrum of transition metals and rare earths with very good success, like Missing
[6] and CTM4XAS [7].

The shape of the XAS spectra depends crucially on the formal oxidation state,
i.e. the valence, of the transition metal, as shown for example in Fig. 11.3 for the
case ofMnwith (mainly) Mn2+ andMn3+ configurations. Thus, XAS is an extremely
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Fig. 11.2 a Effective energy diagram of a TM 3d orbitals in the case isolated ion, of a cubic and
tetragonal crystal field splitting. b Typical XAS spectrum acquired in the TEYmode of a YBaCuO7
high Tc superconductor, showing the two main absorption L3 and L2 edges

Fig. 11.3 A comparison
between the XAS spectra of
MnO (in red) and
La0.7Sr0.3MnO3 which are
characterized by Mn2+ and
Mn3+ (mainly) oxidation
states

sensitive probe of the valence state of the transition metal in a crystal, which is often
intimately related to the electronic and magnetic properties of the material.

In many TMO compounds the hybridization between the oxygen-2p and the
transition-metal 3d states is so strong that additional features appear in the XAS
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Fig. 11.4 XAS spectra as
function of the Sr-doping of
La2-xSrxCuO4 single crystals

spectra not reproduced by the crystal field ligand theory. In Fig. 11.4, we show the
important case of High-Tc superconductors. The L3-edge XAS spectra of undoped,
antiferromagnetic insulating, compounds, are characterized by a sharp peak, assigned
to a 2p63d9 to 2p53d10 transition of Cu in formal Cu2+ configuration at 932 eV
(Fig. 11.4). By doping, holes are introduced into the CuO2 planes, and consequently
the formal Cu oxidation state increases. Experimentally, the main peak becomes
broader and asymmetric. Both broadening and the asymmetry are related to the
appearance of a satellite 1.4 eV above the main peak, whose spectral weight is pro-
portional to the amount of holes introduced into the CuO2 planes. This feature is
related to the 2p-3d hybridization between a fraction of copper and oxygen ions,
forming Zhang-Rice singlets [8].

These effects can be introduced in the multiplet atomic model by explicitly con-
sidering the charge-transfer (CT) among the TM and the oxygen ions in small cluster
calculations. CT considers the possibility that a valence 3d electron is shared with
the neighboring oxygen ions, forming a so called ligand 3dnL state. In the case of
cuprates the additional satellite inXAS absorption is assigned to a 3d9L configuration
in the system, where L denotes a ligand hole in the O2p state(s). Within the multiplet
model, charge transfer effects are parameterized by a charge transfer energy �CT,
i.e. the energy between the 3dn and 3dn+1L configuration, an on site Udd (Hubbard)
coulomb potential among d-electrons and an intersite core-hole coulomb repulsion
Upd.

11.2.2 X-Ray Linear Dichroism

TheX-ray Linear Dichroism (XLD) is the dependence of the absorption cross section
on the angle between the linear polarization vector and the sample lattice. It can be
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Fig. 11.5 a Schematic of an XLD measurement: the incident angle of X-rays, with respect to the
sample surface (ab-plane), placed in the vertical laboratory plane, is θ. The linear polarization can
be either in the horizontal plane or in the vertical plane. b and c show the anisotropic absorption in
cases of final 3d states having x2-y2 or z2 symmetry

used to obtain information about the crystal field splitting within the t2g or e.g.
multiplets in case of symmetry lower than cubic; and/or about the spin orientation in
ferro- or antiferro-magneticmaterials. In particular it has beenwidely used in the case
of (001) TMO heterostructures to study the splitting between orbitals characterized
by pure in-plane (3dxy, 3dx2-y2) and out-of-plane symmetries (3dxz,yz, 3dz2) and their
consequent uneven occupation. Note that a description of the ground state in term of
atomic 3d orbitals is valid only in the case of octahedral (Oh) and tetragonal (D4h)
crystal-field symmetry; however lower symmetries (e.g. trigonal D3h) can be treated
as well by dealing with other orbitals that result from linear combinations of the
usual atomic 3d orbitals.

In Fig. 11.5, we show the general principle of the XLD measurements in the case
of (001) TMO oxides which retain a cubic or a tetragonal symmetry. The X-rays
are sent on the sample at grazing incidence with respect to the sample surface (θ).
Assuming the samplemounted vertically in the laboratory frame (the usual geometri-
cal configuration), one can measure XAS spectra using different linear polarizations
of the photons, i.e. along the vertical direction, Iv, and along the horizontal direction
perpendicular to the beam, Ih. Because the sample surface of 001 oriented crystals
(ab-plane) contains the vertical laboratory direction, the XAS associated to radiation
with electric field in the plane, Iab, is equal to Iv, while Ih contains information on
both in plane and out of plane (Ic) absorption. In particular, Ic can be determined
from Iv and Ih through the simple formula:

Ic � (IH − IV sin2(θ ))/ cos2(θ ) (11.2)
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Fig. 11.6 XLD data (black lines, right axes) on La0.7Sr0.3MnO3 thin films deposited on a SrTiO3
and LaAlO3 taken from [9]. Red lines are atomic multiplet splitting calculations (red lines, right
axes) including charge transfer in the case of a 3d x2-y2 and b 3dz2 predominant occupation. Thin
black and red lines are the integrated intensities related to the effective anisotropic occupations (see
(11.4))

The XLD spectrum can be defined as the difference between out-of-plane and
in-plane XAS, XLD � Ic − Iab, which is obviously related to the out-of-plane and
in-plane splitting and anisotropic occupancy.

In Fig. 11.6 we show two examples of dichroism spectra acquired at room tem-
perature for the cases of an in-plane tensile strained La0.7Sr0.3MnO3 (LSMO) film
(deposited on STO) and a compressively strained LSMO (deposited on LAO) which
show respectively predominant electron occupation of the 3d x2-y2 and of 3dz2 e.g.
states [9]. The XLD data are reproduced by atomic multiplet scattering calcula-
tions in D4h symmetry, which corresponds to a tetragonal crystal field. The crystal
field parameters are Ds and Dt. The energy position of each individual 3d orbital
are directly related to the parameters 10Dq, Ds and Dt. Another way to get semi-
quantitative information about the occupation of different 3d orbitals, is by using the
sum rules, which relate the integral of the XLD spectrum normalized to integral of
the total absorption, DL, to the expectation value of the quadrupole moment operator,
Qzz, associated to the charge distribution of the incomplete 3d-shell. It can be shown
that such integral is given by [10]:

DL �

∫

L3+L2

(Iab − Ic)dE

∫

L3+L2

(2Iab + Ic)dE
� 〈Qzz〉

h(2l − 1)l
� 1

2

〈∑

i [3l
2
z − l(l + 1)]i

〉

h(2l − 1)l
, (11.3)

where l is the angular momentum (l � 2 for 3d orbitals), lz is the projected angular
momentum along the z-axis.

For example, in the case of manganites (3d4), assuming that the t2g orbitals are
equally occupied, we get [11]:
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DL �

∫

L3+L2

(Iab − Ic)dE

∫

L3+L2

(2Iab + Ic)dE
� 1

2

[6nxy − 3nxz − 3nyz + 6nx2−y2 − 6nz2]

36
� nx2−y2 − nz2

12

(11.4)

From (11.4) one can directly derive the anisotropic occupation of e.g. orbitals and
the orbital polarizations of the 3d states.

11.2.3 X-Ray Magnetic Circular Dichroism

X-ray magnetic circular dichroism is a very powerful method to study magnetism in
metallic, insulating and molecular systems, giving access to atomic moments with
element and site selectivity. The exceptional sensitivity of XMCD allows its use not
only on bulk samples, but also on ultra-thin films, interfaces and ultra-dilute sys-
tems. In Fig. 11.7 we show the typical experimental setup of an XMCD experiment.
The dichroic signal is due to the different absorption cross sections of circularly
polarized photons whether the sample magnetization is parallel or antiparallel to the
direction of propagation of the beam. Therefore, to orient the magnetization of the
sample a magnetic field is applied, usually directed along the X-ray beam but vari-
able in amplitude and sign. In addition, the sample can be rotated around the vertical
axis (y in Fig. 11.7), allowing the alignment of different crystallographic axes along
the magnetizing field for the determination of magneto-crystalline anisotropy. The
XMCD spectrum is the difference between XAS spectra measured, at fixed magne-
tization, with left (LCP, I+) and right (RCP, I−) circularly polarized photons. In order
to eliminate or reduce systematic errors, usually the measurements are made with
both opposite magnetizations: the resulting XMCD spectra are then reversed in signs
and their average cancels most of the instrumental asymmetries due to differences
in the beam intensity or spot size with the two polarizations.

RCP, I-LCP,I+
B

a x

c z

b y

θ

Fig. 11.7 Typical experimental setup of an XMCD experiment. The beam impinges on the sample
at an angle θ respect the ab sample surface mounted in the xy plane (y is the vertical direction in
the laboratory frame). LCP and RCP are respectively the left and right circular polarizations. B is
the magnetic field, parallel or antiparallel to the beam
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Fig. 11.8 Upper panel: Sum
of average I+ and I− XAS
spectra, normalized to the
maximum at L3 (black line),
acquired in normal incidence
at 5 T on a superconducting,
optimally doped,
YBa2Cu3O7 thin film
deposited on SrTiO3. Bottom
panel: XMCD spectra
obtained from the difference
of I+ and I− spectra. Data are
taken from [12]

To illustrate the sensitivity of the technique in Fig. 11.8 we show the XMCD due
to weak ferromagnetism of a layered cuprate superconductor. In these materials each
Cu2+ site is characterized by a magnetic moment associated to the spin S � 1/2 of
one electron. These spin are anti-ferromagnetically ordered at low temperature, with
the atomic moments lying mainly in the ab plane. This configuration would give a
zero XMCD signal. However, a strong field (5 T) along the c-axis at low temperature
(5K) can orient the small out of plane component of the spins leading to ameasurable
XMCD effect. Following the convention, the XMCD is negative at L3 and positive
at L2. This case would bring 50% XMCD at L3 for a fully magnetized sample; the
1.2% measured here can be attributed to an average out-of-plane canting of the Cu
moments of ~1.4° [12].

The most powerful application of XMCD is the determination of the spin and of
the orbital moment of TMs directly from the experimental spectra, using the sum
rules [13]:

morb � −4

3

∫

L3+L2
(I + − I−)dE

∫

L3+L2
(I + + I−)dE

(10 − n3d ) � μB 〈Lz〉

mE f f spin � −6
∫

L3
(I + − I−)dE − 4

∫

L3+L2
(I + − I−)dE

∫

L3+L2
(I + + I−)dE

(10 − n3d ) � gμB
〈

Szef f
〉

(11.5)

where n3d is the total number of electrons in the 3d-orbitals (known from the nominal
valence of the absorbing atom) and I+ and I− are the XAS spectra acquired with left-
and right-handed polarizations, respectively. It must be noted that only the orbital
moment can be exactly determined using the sum rules [14]. In fact, the effective
spin moment, <Sz,eff>, differs from the spin-moment <Sz> by the contribution of the
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magnetic dipole operator, Tz, related to the orbital anisotropy and to the spin-orbit
coupling in the final 3d states:

〈

SzE f f
〉 � 〈Sz〉 + 7

2
〈T z〉 (11.6)

Although in most cases <Tz> cannot be determined experimentally, it can be
calculated using atomic multiplet calculations as shown in [14].

11.3 Introduction to Resonant Inelastic X-Ray Scattering

Resonant Inelastic X-ray Scattering is a “photon in-photon out” synchrotron-based
spectroscopic technique suitable for the study of elementary excitations in solids.
The coherent absorption and re-emission of a photon can be seen as an inelastic pro-
cess where the photon transfers energy, momentum and polarization to the scatterer.
Therefore, an excitation takes place, characterized by given energy, momentum and
symmetry. RIXS is based upon a two-steps process, as shown in Fig. 11.9a: the first
step is nothing else that the XAS resonant absorption process, where a core electron
is excited into an intermediate empty state above the Fermi level by the absorption
of an X-ray photon with energy hν in and wave vector kin. This state is unstable and
within its lifetime it rapidly decays. Although the main de-excitation mechanism
is self-ionization (Auger emission), in a small but measurable fraction of cases the
decay is radiative, i.e. another X-ray photon of energy hνout and momentum kout is
emitted. We are interested here in the transitions where a valence electron fills back
the core-hole: if the electron is the same one originally promoted from the core level
we have an elastic or quasi-elastic process, otherwise an electronic (electron-hole
pair, charge transfer) or orbital (crystal field) excitation is left at the end of the pro-
cess. The final state is thus characterized by energyE � hν in – hνout and amomentum
q � kout – kin.

In the experiments the ingoing photons are known, as a monochromatic beam
impinges on the sample at a given orientation with respect to the crystalline axes
(Fig. 11.9b), while the parameters of the outgoing photons have to be measured:
the spectral distribution of the scattered photons I(hνout) is measured at fixed (kin,
hν in) and fixed emission direction (kout), so that it can be directly interpreted as I(q,
E). In addition, one can consider that photons carry a spin (Sph � 1) that can be
transferred in the scattering process: knowing the angular momentum transferred
would allow a full characterization of the excited state, including its “symmetry”.
This latter property is the hardest to determine experimentally: if the polarization of
incident photons is usually known, as synchrotron radiation is usually fully polarized,
the measurement of the scattered photons polarization is very difficult.

In RIXS the energy of the incoming photon is tuned on purpose at an absorption
edge of a transition metal, which ensures not only a selection of the chemical species
to be probed, but also a more favorable scattering cross-section with respect to the
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Fig. 11.9 a Schematic of the photon-in photon-out scattering process in a typical RIXS experiment.
The photon-in with energy E � hνin excite a core electron (e.g. a 2p electron) in the ground state
|g > to an intermediate |i > state (e.g. 3d), before decaying into the core hole, the excited electron can
undergo’ several type of intermediate excitation processes, leaving the system in another |f > final
state, like those involving a charge transfer to a ligand 3dn+1L state, or those concerning an internal
d-d transition (d-d excitations), or involving spin and phonon excitations. As consequence of this
process a photon-out with energy E′ � hνout is emitted. b Geometrical configuration in a typical
RIXS experiment. c Schematic of a RIXS spectrum characterized by various kind of excitations

non-resonant case and to other techniques. For a number of reasons RIXS is a unique
method to study elementary excitations in condensed matter physics. First of all,
no charge is added to or removed from the studied sample as a consequence of the
scattering process. Therefore, the overall neutrality of the system is preserved.More-
over, photons carry a momentum that is inversely proportional to their wavelength,
λ, which becomes not-negligible for X-rays, where λ is of the order of 0.1 nm, i.e.
comparable to the interatomic distances in solids. This means that a sizable fraction
of the Brillouin Zone of solids can be typically probed, contrarily to experiments
using optical photons, which are restricted to a region very close to the �-point.

The excitations probed by RIXS are related to the charge, spin, orbital and lattice
degrees of freedom of the studied system (Fig. 11.9c). Figure 11.10 shows a typical
RIXS spectrum on a La2CuO4 (LCO) undoped cuprate. The high energy loss feature
in TMO are charge transfer excitations, involving the transfer of a 3d electron to the
ligand oxygen state. The intermediate region, between 0.5 and 2.5 eV are related
to d-d excitations, corresponding to a reshuffling of the occupied and unoccupied
3d orbitals without changes in total 3d occupation number. The latter are forbidden
by selection rules in the one photon absorption processes such as optical absorp-
tion or photoconductivity, but they are allowed in RIXS that is composed by two
dipole allowed p-d, d-p transitions. A comparison between d-d excitations of various

fadley@physics.ucdavis.edu



11 Oxides and Their Heterostructures Studied with X-Ray Absorption … 295

Fig. 11.10 a, b A layout of the experimental geometry of a RIXS experiment: the beam hits the
sample surface (parallel to the ab plane) at incident angles θi and φi. The outgoing beam is collected
at the angles θ0 andφ0. The scattering angle 2θ is fixed, whereas the incident angle and the azimuthal
angle, which define the angle between the c-axis of the sample and the transferred momentum q (red
arrow), δ can be varied. The projection of q onto the sample ab-plane, q‖, is changed by rotating
the sample around a vertical axis, in order to access regions of the 2D reciprocal space far from
the �-point, as indicated by the thick lines in panel (c). The [1, 0] and [1, 1] directions correspond
to φi � 0 and 45°, respectively. d (Left panel) Example of Cu L3 absorption (dashed) and RIXS
(solid) spectra of LCO acquired with σ-polarization (Vertical linear polarization), and scattering
and emission angles of 130° and 20° (2θ � 130°, δ � 45°). Charge transfer, d-d and magnetic
excitations are highlight in the figure. A closer look at the mid-infrared energy region is given in
the inset. (Right panel) RIXS spectra for LCO, SCOC, CCO and NBCO in the same experimental
geometry. The data are taken from [15]

undoped cuprates is shown in Fig. 11.10b. These data allow the determination of the
Cu-3d crystal field orbital configuration, a crucial parameter in the physics high Tc
cuprates, as shown in [15].

Finally, the low energy part of the RIXS spectrum is related to presence of collec-
tive excitations, like magnetic excitations as in cuprates (magnons, bimagnons) and
if resolution permits, lattice modes (phonons), whose intensity in the RIXS spectra
is strictly related to the electron-phonon interaction.
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A significant example of the potentialities of RIXS is measuring collective exci-
tations in cuprates [16]. In Fig. 11.11a we show a typical RIXS spectrum measured
at the ADRESS beamline of the Swiss Light Source (Paul Scherrer Institut) using
the high-resolution SAXES spectrometer. The combined energy resolution for this
experiment, performed in 2009, was 140 meV. The raw spectrum is composed by an
elastic peak A, a single magnon peak B, a high-energy feature C, and a low-energy
(90 meV) peak D. Peak D is related to a well-known optical phonon [17], and feature
C is due to higher-order magnetic excitations, namely, bimagnons. In Fig. 11.11b we
show a comparison between the dispersion of the single magnon feature compared
to inelastic neutron scattering data [18], demonstrating a perfect agreement between
the two techniques.

The dispersion of magnetic excitations has been measured in a number of other
undoped cuprates. One of the most spectacular data-set was obtained on antifer-
romagnetic Sr2CuO2Cl2 (SCOC), and is shown in Fig. 11.12a [19]. These results
confirm earlier inelastic neutron scattering on La2CuO4, showing that in undoped
cuprates the 2D antiferromagnetic structure and related spin-wave excitations can-
not be explained without taking into account a significant electronic hopping beyond
nearest-neighbor Cu ions, indicative of extended magnetic interactions.

RIXS has also been used to detect dispersing orbital excitations, as shown in the
case of Sr2CuO3, a quasi-1DMott insulator [20].As shown in Fig. 11.12 (right panel),
the orbital part of the RIXS spectrum shows a substantial dispersion along the CuO
1D-chains. This dispersion is interpreted as the evidence of a special quasiparticle,
the orbiton, i.e. a non-local orbital excitation. The orbiton can be excited alone or
together with a spin excitation, and the complex dispersion pattern is due to the
combination of their individual propagation properties.

11.4 XAS and RIXS of Oxide Heterostructures

XAS and RIXS have been extensively used to investigate the magnetic, electronic
properties of artificial oxide heterostructures obtained by the combination of different
functional materials. The list of interesting examples is too long to be presented here,
and includes nickelate based heterostructures [21, 22], multiferroic heterostructures
[11, 23], ruthenates [24], titanates [25], manganites [26], and cuprates, in form of
superlattices and bilayers.

In this chapter we will present the cases of cuprate and titanate heterostructures,
which have triggered a broad interest in the oxide community. In the first part, wewill
give examples of the application of XAS, XLD and XMCD to the study of cuprate
and in particular cuprate/manganite heterostructures. Then we will show the recent
progresses of RIXS in the study of d-d excitation and magnon dispersion in artificial
cuprate superlattices. Finally, we will present a short overview of the studies on the
quasi two dimensional electron gas (q2DEG) formed at the interface between band
insulating LaAlO3 and SrTiO3 oxides.
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Fig. 11.11 a RIXS spectra on undoped La2CuO4: decomposition of the LCO spectrum at
q| � 1.85/a � 0.29 rlu along the (100) direction: elastic (A) and single magnon peaks (B); multiple
magnon (C) and optical phonons (D) spectral features. In the inset the L3 absorption spectrum, the
red arrow indicates excitation energy. Panel b single magnon dispersion determined by RIXS (blue
dots) and by inelastic neutron scattering ([18], dashed purple line). Reprinted from [16]. Copyright
2010American Physical Society. cRIXS spectrum as function of q|| showing themagnon dispersion
in the raw data

11.4.1 XAS on Cuprate Heterostructures

We have shown in Sects. 11.2 and 11.3 that XAS and RIXS can be used to obtain
important information about the crystal field symmetry and strength, about the occu-
pation of 3d orbitals, about the magnetic moment of a transition metal, about the col-
lective excitations, includingmagnons andmulti-magnons. Historically Cu-L2,3 edge
has been used to correlate the electronic signature of the so-called Zhang-Rice singlet
to the hole density p in the CuO2 planes of high Tc superconductors (HTS), as shown
in Sect. 11.2.1 and Fig. 11.4. Another important result of XAS spectroscopy about
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Fig. 11.12 Left Panels a–c RIXS on Sr2CuO2Cl2 compound. a Schematics of the scattering geom-
etry. b Cu L3 RIXS spectra (T � 15 K) along the (100) direction. The incident energy is set at the
maximum of the absorption (XAS) (inset). c Intensity map extracted from (b). The red line is the
spin-wave dispersion for the NN Heisenberg model and J � 130 meV. Reprinted with permission
from [19]. Copyright 2010 American Physical Society. Right Panel: RIXS intensity map of the
dispersing spin and orbital excitations in Sr2CuO3 as functions of photon momentum transfer along
the chains and photon energy transfer. Reproduced with permission from [20]. Copyright 2012
Nature Publishing Group

cuprates is related to the strong anisotropy of the absorption. Starting from the elec-
tronic configuration of the undoped parent compounds, e.g. La2CuO4, YBa2Cu3O6,
where copper has a Cu2+ formal valence with a 2p63d9 configuration, due to the
tetragonal crystal-field, the 3d-degeneracy is fully removed and the only empty 3d
orbital has a x2-y2 symmetry, which determines the strong 2D-character of the elec-
tronic band structure of these materials. The symmetry of the empty 3d orbital was
determined bymeasuring the angular dependence of the XAS spectra, in particular in
the case of La2-xSrxCuO4 (LSCO) [27]. The XAS absorption is completely different
in the case of linear polarization parallel (Iab) or perpendicular (Ic) to theCuO2 planes,
as shown in Fig. 11.13a for a LSCO thin filmwith a doping p� 0.1 holes/CuO2 plane.
The intensity of the Ic XAS L3 peak is only 6.5% of the Iab absorption. The residual
absorption observed in the Ic spectrum is due to the partial hybridization between
apical O2pz and Cu3dz2 orbitals. Thus, the degree of anisotropy of the Cu-3d orbitals
is roughly related to the differences between the distances of planar and out-of-plane
(apical) oxygen ions from theCu-ion, ormore precisely on the degree of hybridization
between Cu and O in the two directions. By doping the charge reservoir, i.e. by ionic
substitution or by changing the oxygen content, a fraction of copper sites changes
their formal valence by adding holes to the CuO2 planes. For each hole added, the
local copper electronic configuration changes from 3d9 to a 3d9L ligand state, where
an electron, instead of being localized at the Cu site, is shared among the Cu 3d x2-y2

orbitals and the neighbor oxygen ions, forming the so called Zhang Rice singlet.
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Fig. 11.13 In plane (Iab) and out of plane (Ic) XAS spectra normalized to the maximum of Iab on a
underdoped La1.9Sr0.1CuO4 and b optimally doped Nd1Ba2Cu3O7 (belonging to the Y1Ba2Cu3O7
123 family) thin films

However, a similar hybridization can take place also among oxygen 2pz and Cu 3dz2
orbitals.Asmatter of fact both Iab and Ic Cu-L3 spectra of doped cuprates are typically
characterized by an absorption peak, associated to a 2p63d9 → 2p53d10 excitation,
and a satellitewhich corresponds to the additional ligand configuration of theCu ions.
We have seen that the spectral weight of this satellite in the Iab spectra is directly
proportional to the density of holes in the CuO2 planes, and from this feature one can
effectively determine the carrier density in the CuO2 planes. On the other hand, the
3d9 and 3d9L features in the Ic spectra should have a different meaning. In LSCO the
Ic XAS is much smaller than in YBCO compounds, for example, and the satellite is
barely visible. In YBCO, on the other hand, the 3d9 and 3d9L features have a similar
order of magnitude intensity and quite stronger than the LSCO case (Fig. 11.13b).
This is due to the particular structure of 123 cuprates (YBCO family) where Cu is
present in the CuO2 planes and in the chains. The hybridization between Cu3dz2
and apical O2pz orbitals, Cu belonging to the CuO2 plane and to the CuO chains,
then determine the effective lower XAS anisotropy of these compounds compared to
LSCO. In particular, the 3d9L peak in the Ic spectra of YBCO is a direct consequence
of the charge transfer process of holes from the Cu(1)O chains to the CuO2 planes.

Beyond these fundamental results, XAS has been used to study several other
properties of cuprates. For example, the charge-transfer betweenCu andboth in-plane
and out-of plane oxygen 2p orbitals, which can be on the other hand correlated to
superconductivity. Namely the degree of localization of holes in the charge reservoir
is crucial to understand the superconducting-insulating transition (SIT) in the YBCO
family as directly measured by XAS. One of these studies has been performed on
ultra-thin NdBCO films, which undergo a SIT as function of the thickness, without
changing the composition. XAS spectroscopy demonstrated a SIT induced by the
localization of a fraction of holes in the charge reservoir layers, as shown in Fig. 11.14
[28]. Themaindifference between theXASspectra of superconducting and insulating
samples is the anomalous increase of the 3d9 peak in the Ic XAS spectra,which probes
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Fig. 11.14 In plane (Iab,
upper panel) and out of plane
(Ic, bottom panel) XAS
spectra normalized to the
maximum of Iab on 9 unit
cells superconducting and 6
unit cells insulating
Nd1.2Ba1.8Cu3O7 thin films

the out-of-plane Cu3d unoccupied states. This result is interpreted as the effect of
localization of holes in the 3dz2 orbitals of Cu ions belonging to the CuO2 planes
and to the CuO chains.

Another example concerns the orbital reconstruction phenomena in
cuprate/manganite (superconducting/ferromagnetic) heterostructures, which show
an anomalous degradation of the critical temperature attributed to the magnetic prox-
imity effect induced by the manganite layer. A proper description of the phenomena
in the case of these systems is still lacking, due to the variety and characteristic
intriguing phenomena taking place at these interfaces. In [29], Chakhalian et al.
reported an extreme reduction of the Cu-3d anisotropy at the interface between
YBCO and LCMO thin films (Fig. 11.15a), which was ascribed to the formation
of an anomalous interfacial Mn3d-O2p-Cu3d molecular orbital. The idea was that
only the Cu(2)-sites belonging to the superconducting CuO2 planes, where involved
in this interfacial bonding, whereas Cu(1) sites, lying in the charge-reservoir and
able of accommodating a variable amount of oxygen in the Cu(1)O chains, were
supposed to play no direct role.

However, the characteristic molecular bonding along the c-axis can be equally
interpreted as localization of holes in the interfacial charge reservoir layer, involving
not only the Cu(2) ions but also the Cu(1)-O chains, as suggested by studies on
isolated ultrathin films [28]. In order to clarify this issue, recently, a similar study
has been performed on a different type of cuprate/manganite interface, namely in the
case of La1.85Sr0.15CuO4/La0.75Sr0.25MnO3 superlattices, where a direct Mn-O-Cu
bonding at the interface is not formed. Additionally, LSCO is characterized by only
one copper site in the unit cell belonging exclusively to the CuO2 planes [30]. One of
the main result is that the interfacial Cu-3d states retain a strong anisotropy, as shown
by the comparison between XAS spectra acquired with different linear polarization
of the light (Fig. 11.15b). However, the bulk sensitive FY and the interface sensitive
TEY signals show remarkable differences in the E//c component, as shown by the
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Fig. 11.15 a Normalized X-ray absorption spectra at the Cu L3 absorption on YBCO/LCMO SLs,
taken in bulk sensitive (FY, top panel) and interface sensitive (TEY, bottom panel) detection modes
with varying photon polarization as indicated in the legend. Reproduced with permission from [29].
Copyright 2007 Science Publishing Group. b Cu L3 absorption XAS spectra on LSCO/LSMO SLs,
acquired by interface sensitive TEY (top panel) and bulk-sensitive FY (bottom panel); Iab (circles)
is the normalized intensity for vertical (V) linear polarization, parallel to the ab plane; Ic (solid
lines) is the corresponding intensity for horizontal (H) polarization, that is, almost parallel to the
c-axis The inset in the top panel shows a direct comparison between TEY (black) and FY (red)
with H polarization. In the bottom panel the experimental setup for XLD is sketched (θ � 70°).
Reproduced with permission from [30]. Copyright 2014 Nature Publishing Group

inset of Fig. 11.15b: after normalization of the respective in-plane spectra, the TEY
XAS is two times stronger than the one measured in the bulk-sensitive FY mode.
It is also shifted to lower energy, indicating the formation of a new state mainly
composed by Cu 3dz2 orbitals. The additional state is related to localization of holes
in Cu3dz2 orbitals at the interface, and not the formation of a newmolecular ordering
as it is the case of YBCO/LCMO heterostructure. A consequence of the absence of a
direct Cu-O-Mn bonding is that the orbital anisotropy of the Cu(2)-3d states is strong
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Fig. 11.16 XMCDsignals obtained from the core-level absorption spectra forCu (redmultiplied by
10) and Mn (blue) in YBCO/LCMO SLs. Reproduced with permission from [33]. Copyright 2006
Nature Publishing Group. XMCD spectra for Cu (Black multiplied by 15) andMn in LSCO/LSMO
SLs [30]

also at the interface. Thus the formation of a particular interfacial molecular bonding
cannot explain per se the suppression of superconductivity in both YBCO/LCMO
and LSCO/LSMO SLs.

Another very intriguing, and related, phenomenon emerging at the
cuprate/manganite heterostructures is the weak-ferromagnetism of the small
out-of-plane Cu-3d9 spin component, due to the proximity with the ferromagnetic
LXMO (X � Ca, Sr) layer. While the emergence of a weak out-of-plane ferro-
magnetic ordering of the canted Cu-3d9 spins is very well known in the case of
undoped cuprates [31], its discovery in doped and superconducting compounds [32]
was somewhat surprising in view of the well-known antagonism between supercon-
ductivity and magnetism. Actually many cuprates, both films and single crystals,
exhibit an out-of-plane spin-moment due to the progressive alignment of canted
Cu3d9 spin, due to the Dzyaloshinskii-Moriya (DM) interaction, by a magnetic
field perpendicular to the CuO2 planes [32]. However, very surprisingly, Chakhalian
et al. found that even at very low magnetic field the interfacial out-of-plane Cu-3d9

magnetic moment are FM ordered and antiparallel to the adjacent manganite layer
(Fig. 11.16a and [33]). This result was interpreted by Salafranca and Okamoto [34]
as the consequence of an antiferromagnetic super-exchange interaction between Cu
andMn ions at the interface, mediated by the oxygen ions. The subsequent discovery
of a Cu3d-O2p-Mn3d molecular ordering discussed above was interpreted in same
framework, thus suggesting a crucial role of the specific Cu-O-Mn bonding in the
magnetic and electronic reconstruction phenomena occurring at cuprate/manganite
interfaces.

Following the same rationale, a different magnetic behavior would be expected
in cuprate/manganite interfaces which do not exhibit a direct Cu-O-Mn bonding.
Actually LSCO/LSMO interfaces show, on the other hand, the same antiferromag-
netic coupling between Cu and Mn out-of-plane spins without the presence of
Cu-O-Mn bonding and with negligible change of the interfacial Cu3d anisotropy
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(Fig. 11.16b and [30]). Extending the theoretical model of Salafranca and Okamoto
by introducing a two band description of the cuprate layer, which include both
Cu3dx2-y2 and Cu3dz2 derived bands and the additional DM-interaction term in the
Hamiltonian, it was shown that the Cu and Mn spins at the interface are always
anti-ferromagnetically coupled. Moreover, spin-polarized electrons, transferred at
the equilibrium from the manganite to the cuprate layer, perturb the magnetization
of the Cu-3d moments along the interface over several layers inside the cuprate.
This result suggests that the main driving force for the suppression of the supercon-
ductivity in cuprates is the perturbation of magnetic correlations among the CuO2

planes occurring on several layer in cuprate/manganite heterostructures in general.
The interfacial magnetic and orbital structure is more or less perturbed by the pres-
ence or absence of a direct molecular Cu-O-Mn bonding. However, the suppression
of Tc in LSCO/LSMO heterostructures, which is as strong as the Tc suppression in
YBCO/LCMO, is due to the perturbation over several layers of the magnetization
profile of the Cu-3d moments, and not to the exclusive role of the interfaces.

11.4.2 RIXS of Cuprate Heterostructures

The interest of RIXS over other X-ray spectroscopies, like ARPES and scanning
probe spectroscopy, is the capability to probe the bulk electronic structure of the
material. For this reason, the main breakthroughs of the application of soft-X-ray
RIXShas beenmainly in the study of the electronic andmagnetic collective excitation
of bulk cuprates where, due to the characteristic momentum exchange of RIXS,
this technique has been complementary to inelastic neutron scattering. In particular,
RIXS is able to probe a different and larger portion of the Brillouin zone which is
inaccessible by neutrons for the weakness of the signal, in turn due to the low flux and
to the smallness of scattering cross sections. Moreover, RIXS can be used also for
the study of very small single crystals and thin films, due to very high efficiency of
the resonant scattering process. This property makes RIXS one of the few techniques
able to measure collective excitations of ultrathin films and buried heterostructures,
possibly down to the single unit cell, and single interfaces.

Notable examples are RIXS studies on La2CuO4/LaAlO3 (LCO/LAO) [35] and
CaCuO2/SrTiO3 (CCO/STO) superlattices [36] composed by the repetition of few
unit cells cuprate layers, down to the smallest number of two CuO2 planes separated
by insulatingLaAlO3 andSrTiO3 band insulators, respectively. In spite of the reduced
probed volume, RIXS has been capable to measure the crystal-field (through the
study of the d-d excitation) and the magnon dispersion of few, atomically sharp,
interfaces. In the case of non-superconducting LCO/LAO SLs, the spin-excitations
were observed down to 1 uc thick LCO layers, each containing two CuO2 planes
(Fig. 11.17a). In [36], M. Minola et al. have found that the dynamic of magnon
dispersion in superconducting CCO/STO SLs is progressively reduced decreasing
the thickness of the CCO layer, but even in the case of SLs composed by only
two CCO unit cells, which contain two CuO2 atomic planes, the spin-excitations
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Fig. 11.17 a The magnetic RIXS scattering intensity at 15 K along the high-symmetry lines in the
Brillouin zone for a bulk film (upper panel), 2 uc (15x[2LaAlO3 + 2La2CuO4) (middle panel) and
1 uc (25x[LaAlO3 + La2CuO4]) (bottom panel). Reproduced with permission from [35]. Copyright
2012 Nature Publishing Group. b RIXS raw spectra at Cu L3 edge of bulk CaCuO2 (black filled
squares) and (CaCuO2)n/(SrTiO3)n SLs, with n � 3 (red filled triangles) and n � 2 (blue open
circles), at q|| � 0.375 r.l.u. and T � 20 K using π incident polarization. Intensities are normalized
to the dd area put to 100. The shaded area under the gray solid line represents the difference between
the bulk CaCuO2 and the SL with n � 2 multiplied by 2. The inset shows the decomposition of SL
n � 2 spectrum in the low energy region: elastic (A) and magnon (B) peaks; optical phonon (C)
and multiple magnons (D) spectral features. Reproduced with permission from [36]. Copyright ©
2012 American Physical Society
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survive (Fig. 11.17b), as in the case of LCO/LAO SLs.More recently, a similar result
was found in the case of SCO/STO superlattices [37], again demonstrating that the
engineering of novel heterostructures is a feasible method to tune the electronic and
magnetic properties of cuprate thin films.

These experiments, show that RIXS can be successfully applied to the study of
single interfaces, and single layer oxides.

11.4.3 XAS and RIXS of LaAlO3/SrTiO3 Heterostructures

The interface between band insulating LaAlO3 (LAO) thin films and bulk SrTiO3

(STO) [38], host a quasi two-dimensional electron system (q2DES) stands as amodel
of oxide heterostructures characterized by electronic properties which differ substan-
tially from the bulk constituent layers. It shows quite unique properties, including
remarkable mobility up to 5 × 104 cm2 V−1 s−1 (at 4.2 K) [39] and low tempera-
ture superconductivity [40]. Moreover, its electronic properties can be largely tuned
by electric field effect, which allows, for example, a control of metal to insulat-
ing transition [41, 42] (even at room temperature) and a large range modulation of
Rashba spin-orbit coupling [43]. Among the models explaining the formation of
the q2DES, an electronic reconstruction scenario has been put forward by several
groups. This model has some precise predictions, based on the idea that the polar
instability of the LAO film requires a transfer of 0.5 electrons from the AlO2 surface
to Ti-3d states. This mechanism would be favoured by the variable valence of tran-
sition metals. In particular, to make the system stable, 50% of interfacial titanium
ions are expected to change valence at the interface from Ti4+ to Ti3+. This change of
valence can be detected by XAS. However, as shown in Fig. 11.18, the XAS spectra
of LAO/STO samples is very similar to that one conducting (Nb-doped) and even
insulating (stoichiometric) SrTiO3 single crystals. As matter of fact, the XAS spec-

Fig. 11.18 XAS data on
LAO/STO samples annealed
(red circles) and
non-annealed (blue circles)
in oxygen after the
deposition (from [44]). Data
for LTO are also shown as
reference
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tra can be reproduced by atomic multiplet splitting calculations assuming titanium
ions in a Ti4+ oxidation state, i.e. a 3d0 ground state configuration, and crystal field
parameters typical of insulating STO. The Ti L-edge XAS spectra, are characterized
by four main peaks (a1, b1, a2, b2), related to empty t2g and e.g. 3d-orbitals. This is
at odds from the case of LaTiO3, which is an antiferromagnetic Mott insulator and
represents the closest realization of a 3d1 Ti3+ configuration, with one electron per
site localized in 3d-Ti states. The LaTiO3 XAS spectrum is characterized by much
broader peaks located at energies intermediate between the a1, b1 and a2, b2 in STO.

This result apparently contradicts the metallic character of the LAO/STO system,
which implies the presence of delocalized electrons in the Ti-3d bands. However,
titanium L2,3-edge XAS is not very sensitive to the delocalized electrons. Indeed, in
the XAS process the electrons excited into the 3d states are not efficiently screened.

Consequently, the conducting electrons in Ti-bands do not show any signature,
unless they are so many that the effective oxidation state of more than 10% of
titanium ions changes from 4+ to 3+. On the contrary, XAS canmeasure the presence
of electrons localized in Ti3+ states, as in the case of LaTiO3. In LAO/STO signatures
of localized electrons at Ti-sites (Ti3+) are observed in non-stoichiometric samples
which contain oxygen vacancies, for example, in standard LAO/STO interfaces
deposited by pulsed laser deposition in PO2 � 10−4 mbar of oxygen pressure and
at deposition temperatures of 780 °C, without high oxygen pressure post-annealing
[44]. In these cases, we can notice that (Fig. 11.18) the XAS spectra show a transfer
of spectral weight from a1, b1 (and from a2, b2) features, typical of a Ti4+ valence,
to the middle regions where contribution from Ti3+ is expected.

The presence of both delocalized and localized electrons in LAO/STO superlat-
tices, was demonstrated by RIXS in [45] (see Fig. 11.19) on samples with different
degrees of oxygen vacancies content. The data show a weak signature of d-d exci-
tations around −1.2 eV energy loss, which is attributed to delocalized electrons due
to their dispersive character, and at about −3 eV, attributed to localized Ti3+ elec-
trons; both features are strongly suppressed in samples heavily annealed in oxygen
to reduce the oxygen vacancies content.

Beside the presenceof electrons in the conductionbands, oneof themost important
difference between bulk STO and LAO/STO heterostructures is the fact that the there
is an inversion of hierarchy between states characterized by in-plane and out-of-
plane orbitals, predicted by several theoretical calculations. This inversion has been
demonstrated by using X-ray linear dichroism. The XLD data (Fig. 11.20, [25]) of
TiO2 terminated STO single crystals can be perfectly reproduced by atomicmultiplet
calculations of Ti4+ 3d0 configuration in D4h symmetry with crystal field splitting
�t2g � 3dxz,yz − 3dxy � -25 meV and �e2g � 3dz2–3dx2-y2 � -40 meV. Both the sign
and the shape of the dichroism change in LAO/STO bilayer.

In particular, theXLD spectra of LAO/STO can be perfectly reproduced by atomic
multiplet calculations with �t2g � 3dxz,yz − 3dxy � +50 meV and �e2g � 3dz2 −
3d x2-y2 � +90 meV [25]. However, also in the LAO/STO case, the XLD spectra
is calculated assuming a Ti4+ ionic configuration, and not the mixed Ti4+ and Ti3+

scenario expected in the electronic reconstruction scenario. These results can be
explained by the fact that the fraction of electrons in the interfacial conduction band
is much lower than 0.5 electrons/2D unit cell.
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Fig. 11.19 a Total electron
yield (TEY) Ti 2p-XAS
spectra of a LAO/STO
SL(LAO3). Arrows label the
incident energies used for
RIXS. b Series of RIXS
spectra of LAO3 SL with
out-of-plane polarization.
RIXS spectra from STO
substrate (solid black line)
and STO film (dotted gray
line) references are also
displayed. Reproduced with
permission from [45].
Copyright © 2012 American
Physical Society

The real ground state of the LaAlO3/SrTiO3 system has also been subject of
controversy due to observations of superconductivity of the q2DES below 0.3 K in
some samples and of magnetism in others. Theoretically, titanate heterostructures
can become ferromagnetic and metallic by an interface orbital/magnetic recon-
struction. In principle, 3d electrons, carrying not only charge but also spin, can
order ferromagnetically in the presence of electron correlation. Coexistence of mag-
netism and superconductivity at low temperatures were reported by scanning SQUID
(Superconducting Quantum Interference device) [46], SQUID [47], and torque
magnetometry [48].

Unfortunately, these techniques are not elemental and orbital selective, do not
probe the Ti-magnetism alone, and are not sensitive only to the interface states.
Thus, the data reported could be also attributed to a magnetic signal coming from
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Fig. 11.20 Ti L23 edge
XLD (Ic-Iab) spectra of STO
(red symbols) and
conducting LAO/STO (green
symbols) (from [25]). Black
lines are atomic multiplet
calculations assuming a Ti4+

configuration

inner STO layers and from the topmost (LAO) films. Besides these studies, other
experimental reports did not find any signature of interfacial magnetism, including
polarized neutron reflectometry [49] andβ-detected nuclearmagnetic resonance [50].
These studies show that any Ti3+-magnetic moment in this system is very small,
incompatible with the large values (up to 0.3 μB/Ti at the interface) estimated by
torque magnetometry and by SQUID.

One of the few experimental techniques able to address the Ti-magnetism with
both elemental, orbital and interface selectivity is X-ray magnetic circular dichroism
at the Ti L2,3 edge. According to atomic multiplet splitting calculations (Fig. 11.21),
the simulated XMD spectra of Ti3+ and Ti4+ ionic configurations are very different
both quantitatively and qualitatively. The XMCD spectra are characterized by main
features which correlate with the maximum of intensity in the corresponding XAS
spectra. The splitting of spin-up and spin-down final states due to the addition of
magnetic exchange field (here 10 meV), gives rise to a finite XMCD signal, but a
corresponding null effective magnetic moment. On the other hand, the Ti3+ XMCD
signal is much larger and corresponds to the presence of the effective magnetic
moment of the Ti3+ electrons.

Lee et al. performed XMCD experiments on 3 uc LAO/STO sample and found, in
magnetic field of 0.2 T almost parallel to the interface, a magnetic signal attributed
to Ti3+ 3dxy electrons in the interfacial layer [51]. While the XAS spectrum is similar
to that one of STO, the XMCD exhibits features at energies corresponding to a1, b1
and a2, b2, typical of a titanium in a Ti4+ oxidation state. The data can be reproduced
assuming that the sample is characterized by a fraction of Ti3+ magnetic moments.
However, even including charge transfer effects [Fig. 11.21, red line bottom panel],
in order to get a good matching between the data and model, one has to assume rigid
energy shift of the calculated Ti3+ spectrum.
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Fig. 11.21 Simulated XAS (upper panel) and XMCD (bottom panel) spectra of L23 Ti-edge in
Ti3+ and Ti4+ configurations using the atomic multiplet scattering code CTM4XAS [7]. Blue lines
are obtained assuming a Ti4+ oxidation state of titanium, red and black data are obtained assuming
a Ti3+ (with and without charge transfer respectively) oxidation state. The calculations have been
performed in C4 symmetry (equivalent to octahedral configuration) and an effective exchange field
of +10 meV. The charge transfer parameters, 10Dq and slater integral are taken from [44, 51] in the
case of Ti4+ and Ti3+ configurations respectively

By performing a systematic experimental work on samples grown by different
groups in both strongly and poorly oxidizing conditions, we have found different
titanium XMCD results [44]. We have studied standard LAO/STO samples, grown
in PO2 � 8 × 10−5 mbar and annealed in 200 mbar of O2 after the deposition,
and non-standard LAO/STO, without post-annealing containing large amounts of
oxygen vacancies at the interface and localized Ti3+ electrons. The experiments
were performed on the same samples at two X-ray synchrotron facilities, i.e. the
beam-line ID08 of the European Synchrotron Radiation Facility and the X-TREME
beam-line of the Swiss Light Source.

As shown in Fig. 11.22a, we found that the magnetic (both orbital and spin)
moment is negligible in optimally oxygenated LAO/STO interfaces. On the other
hand, LAO/STO samples containing oxygen vacancies show Ti3+ localized spins, as
seen by XMCD features resonating at the t2g Ti3+ XASmain peaks. This study shows
that localized and magnetic Ti3+ 3d-electrons are introduced by oxygen vacancies.
Together with a Ti3+ signal, the XMCD of these non-annealed LAO/STO samples
exhibit features resonating also at the main Ti4+ peaks. This result suggests that the
presence of localized and magnetic Ti3+ 3d-electrons induces a small spin-splitting
of the 3d0 states. Very strikingly, according to calculations, the XMCD sign related
to the these Ti4+ related signal is opposite to expected sign in case of a positive
exchange interaction (e.g. for trivial Zeeman splitting, Fig. 11.21 blue line), and
consequently cannot be attributed to the effect of the external magnetic field [44].
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Fig. 11.22 a XMCD data measured at 3 K and 6 T on annealed (red symbols) and non-annealed
(blue symbols) LAO/STO interfaces. Black sticks indicate features associated to localized Ti3+

magnetic moments. bA cartoon illustration of the proposedmechanism of magnetism at the titanate
heterostructures. InLAO/STOoxygen vacancies lead to localizedTi3+ sites, holding sizable spin and
orbitalmagneticmoments thanks to their 3dxy electron.Theq2DESgets polarized by thesemagnetic
impurities and can mediate a long-range magnetic interaction among them at low temperatures.
Reproduced with permission from [44]. Copyright © 2012 American Physical Society

This result suggests that a negative exchange interaction between delocalized and
localized (magnetic) 3d-electrons takes places, which induce a spin-polarization in
the 2DEG, as shown schematically in Fig. 11.22b. Since a purely Ti3+ magnetic
moment is detected only in the case of samples containing oxygen defects it is
possible to rule out ferromagnetism as an intrinsic property of this system. In the
case of annealed LAO/STO interfaces, the XMCD data show a tiny (Ti4+) XMCD
signal. Here, the Ti-XMCD and XAS spectra cannot be explained by the presence
of Ti3+ magnetic moments. Yet, at L3 and for t2g states, the XMCD is different from
zero even at 0.1 T. This is an intriguing result, which requires further investigations,
also in view of theoretical proposal of spiral magnetism in the q2DES [52].

A robust Ti-ferromagnetism has been recently found in the case of delta-doped
LaAlO3/EuTiO3/SrTiO3 interfaces, where 2 unit cells of EuTiO3 are intercalated
between the STO single crystal and the LAO film. This is shown in Fig. 11.23, were
we compare the normalizedXMCDspectra of several LAO/ETO/STOandLAO/STO
heterostructures measured in the same conditions (T � 3 K, H � 6 T). One can see
that, while the shape of the XMCD show some similarities among the samples,
a sizable signal is observed only in the case of the delta-doped heterostructures.
Moreover, as shown in [53], only delta-doped heterostructures are characterized by
a remanent XMCD signal at zero field, a magnetic field dependence of the XMCD
typical of a FM, together with a Ti-XMCD temperature dependence which show a
FM transition at around Tc� 7 K, the same temperature at which the Eu4f ions order
ferromagnetically. Eu and Ti FM in this heterostructure are directly coupled [53].
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Fig. 11.23 XMCD data,
normalized to the maximum
of the XAS spectrum at L3,
measured at 3 K and 6 T on
LAO/ETO/STO (green line),
non-annealed LAO/STO
(dark-cyan line), annealed
(blue line) and
LAO/STO(2uc)/STO (orange
line) interfaces

11.5 Perspectives and Conclusions

Core level soft X-ray spectroscopies have emerged as ideal tools for the determi-
nation of the electronic and magnetic properties of ultrathin TMO films and TMO
heterostructures. Their strength is in the chemical and site selectivity, which permits
to probe the relevant sample volume cancelling the signal from the rest of the sample
or from the substrate. The resonant enhancement boosts the sensitivity of these bulk
sensitive techniques, allowing them to probe not only buried interfaces but also indi-
vidual unit cells at the surface. Finally, the strong transition selection rules and the
large spin-orbit interaction of the 2p core levels provide unambiguous interpretation
of the main phenomenology in polarization dependence XAS (XMCD, XLD) and in
RIXS (d-d excitations, spin excitations).

The clarity of the results on cuprates and STO/LAO systems presented in this
chapter are pushing a growing number of researcher in the field of TMO heterostruc-
tures to use XAS and RIXS. A limitation has been up to now the difficult access
to beam lines with sufficient quality: stability, reproducibility, absence of spurious
asymmetries are key requirements for high level XMCD and XLD, high flux and
energy resolution are necessary for measuring significant RIXS spectra. But the situ-
ation is improving, and newambitious facilities are being built at several synchrotrons
around the world. A wider access to polarization dependent XAS and high resolu-
tion RIXS will allow more systematic studies of the subtle and intriguing electronic
properties of TMO heterostructures, so that we will be able to nail down intrinsic
properties and discard defect-related phenomena. This is the necessary step towards
a true engineering of TMO interface properties targeting their eventual utilization in
the future devices of oxide electronics.
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M. Radović, M. Salluzzo, T. Schmitt, K.J. Zhou, L. Braicovich, G. Ghiringhelli, New J. Phys.
13, 043026 (2011)

16. L. Braicovich, J. van den Brink, V. Bisogni, M.M. Sala, L.J.P. Ament, N.B. Brookes,
G.M. De Luca, M. Salluzzo, T. Schmitt, V.N. Strocov, G. Ghiringhelli, Phys. Rev. Lett. 104,
077002 (2010)

17. W.J. Padilla, M. Dumm, S. Komiya, Y. Ando, D.N. Basov, Phys. Rev. B 72, 205101 (2005)
18. R. Coldea, S.M. Hayden, G. Aeppli et al., Phys. Rev. Lett. 86, 5377 (2001)
19. M. Guarise, B.D. Piazza, M.M. Sala, G. Ghiringhelli, L. Braicovich, H. Berger, J.N. Hancock,

D. van der Marel, T. Schmitt, V.N. Strocov, L.J.P. Ament, J. van den Brink, P.H. Lin, P. Xu,
H.M. Rønnow, M. Grioni, Phys. Rev. Lett. 105, 157006 (2010)

20. J. Schlappa, K. Wohlfeld, K.J. Zhou, M. Mourigal, M.W. Haverkort, V.N. Strocov, L. Hozoi,
C. Monney, S. Nishimoto, S. Singh, A. Revcolevschi, J.S. Caux, L. Patthey, H.M. Rønnow,
J. van den Brink, T. Schmitt, Nature 485, 82 (2012)

21. E. Benckiser, M.W. Haverkort, S. Brück, E. Goering, S. Macke, A. Frañó, X. Yang,
O.K. Andersen, G. Cristiani, H.-U. Habermeier, A.V. Boris, I. Zegkinoglou, P. Wochner,
H.-J. Kim, V. Hinkov, B. Keimer, Nat. Mater. 10, 189 (2011)

22. A.S. Disa, D.P. Kumah, A. Malashevich, H. Chen, D.A. Arena, E.D. Specht, S. Ismail-Beigi,
F.J. Walker, C.H. Ahn, Phys. Rev. Lett. 114, 026801 (2015)

23. D.Yi, J. Liu, S. Okamoto, S. Jagannatha, Y.-C. Chen, P. Yu,Y.-H. Chu, E. Arenholz, R. Ramesh,
Phys. Rev. Lett. 111, 127601 (2013)

24. J.W. Seo, W. Prellier, P. Padhan, P. Boullay, J.Y. Kim, H. Lee, C.D. Batista, I. Martin,
E.E.M. Chia, T. Wu, B.G. Cho, C. Panagopoulos, Phys. Rev. Lett. 105, 167206 (2010)

fadley@physics.ucdavis.edu

http://www.esrf.eu


11 Oxides and Their Heterostructures Studied with X-Ray Absorption … 313

25. M. Salluzzo, J.C. Cezar, N.B. Brookes, V. Bisogni, G.M. De Luca, C. Richter, S. Thiel,
J. Mannhart, M. Huijben, A. Brinkman, Phys. Rev. Lett. 102, 166804 (2009)

26. C. Aruta, C. Adamo, A. Galdi, P. Orgiani, V. Bisogni, N.B. Brookes, J.C. Cezar, P. Thakur,
C.A. Perroni, G. De Filippis, V. Cataudella, D.G. Schlom, L. Maritato, G. Ghiringhelli, Phys.
Rev. B 80, 140405 (2009)

27. C.T. Chen, L.H. Tjeng, J. Kwo, H.L. Kao, P. Rudolf, F. Sette, R.M. Fleming, Phys. Rev. Lett.
68, 2543 (1992)

28. M. Salluzzo, G. Ghiringhelli, N. Brookes, G. De Luca, F. Fracassi, R. Vaglio, Phys. Rev. B 75,
054519 (2007)

29. J. Chakhalian, J.W. Freeland, H.U. Habermeier, G. Cristiani, G. Khaliullin,M. van Veenendaal,
B. Keimer, Science 318, 1114 (2007)

30. G.M. De Luca, G. Ghiringhelli, C.A. Perroni, V. Cataudella, F. Chiarella, C. Cantoni,
A.R. Lupini, N.B. Brookes, M. Huijben, G. Koster, G. Rijnders, M. Salluzzo, Nature
Communications 5, 5626 (2014)

31. T. Thio, T.R. Thurston, N.W. Preyer, P.J. Picone, M.A. Kastner, H.P. Jenssen, D.R. Gabbe,
C.Y. Chen, R.J. Birgeneau, A. Aharony, Phys. Rev. B 38, 905 (1988)

32. G.M. De Luca, G. Ghiringhelli, M. Moretti Sala, S. Di Matteo, M.W. Haverkort, H. Berger,
V. Bisogni, J.C. Cezar, N.B. Brookes, M. Salluzzo, Phys. Rev. B 82, 214504 (2010)

33. J. Chakhalian, J.W. Freeland, G. Srajer, J. Strempfer, G. Khaliullin, J.C. Cezar, T. Charlton,
R. Dalgliesh, C. Bernhard, G. Cristiani, H.U. Habermeier, B. Keimer, Nat. Phys. 2, 244 (2006)

34. J. Salafranca et al., Competition between covalent bonding and charge transfer at complex-
oxide interfaces. Phys. Rev. Lett. 112, 196802 (2014)

35. M.P.M. Dean, R.S. Springell, C. Monney, K.J. Zhou, J. Pereiro, I. Bozovic, B.D. Piazza,
H.M. Rønnow, E. Morenzoni, J. van den Brink, T. Schmitt, J.P. Hill, Nat. Mater. 11, 850 (2012)

36. M. Minola, D. Di Castro, L. Braicovich, N.B. Brookes, D. Innocenti, M. Moretti Sala,
A. Tebano, G. Balestrino, G. Ghiringhelli, Phys. Rev. B 85, 235138 (2012)

37. M. Dantz, J. Pelliciari, D. Samal, V. Bisogni, Y. Huang, P. Olalde-Velasco, V.N. Strocov,
G. Koster, T. Schmitt, Sci. Rep. 6, 32896 (2016)

38. A. Ohtomo, H.Y. Hwang, Nature 427, 423 (2004)
39. M. Huijben, G. Koster, M.K. Kruize, S. Wenderich, J. Verbeeck, S. Bals, E. Slooten, B. Shi,

H.J.A. Molegraaf, J.E. Kleibeuker, S. van Aert, J.B. Goedkoop, A. Brinkman, D.H.A. Blank,
M.S.Golden,G.VanTendeloo,H.Hilgenkamp,G.Rijnders,Adv. Funct.Mater.23, 5240 (2013)

40. N. Reyren, S. Thiel, A.D. Caviglia, L.F. Kourkoutis, G. Hammerl, C. Richter, C.W. Schneider,
T. Kopp, A.S. Ruetschi, D. Jaccard, M. Gabay, D.A. Muller, J.M. Triscone, J. Mannhart,
Science 317, 1196 (2007)

41. A.D. Caviglia, S. Gariglio, N. Reyren, D. Jaccard, T. Schneider, M. Gabay, S. Thiel, G.
Hammerl, J. Mannhart, J.M. Triscone, Nature 456, 624 (2008)

42. S. Thiel, G. Hammerl, A. Schmehl, C.W. Schneider, J. Mannhart, Science 313, 1942 (2006)
43. A.D. Caviglia, M. Gabay, S. Gariglio, N. Reyren, C. Cancellieri, J.M. Triscone, Phys. Rev.

Lett. 104, 126803 (2010)
44. M. Salluzzo, S. Gariglio, D. Stornaiuolo, V. Sessi, S. Rusponi, C. Piamonteze, G.M. De Luca,

M. Minola, D. Marrè, A. Gadaleta, H. Brune, F. Nolting, N.B. Brookes, G. Ghiringhelli, Phys.
Rev. Lett. 111, 087204 (2013)

45. K.-J. Zhou, M. Radovic, J. Schlappa, V. Strocov, R. Frison, J. Mesot, L. Patthey, T. Schmitt,
Phys. Rev. B 83, 201402 (2011)

46. J.A. Bert, B. Kalisky, C. Bell, M. Kim, Y. Hikita, H.Y. Hwang, K.A. Moler, Nat. Phys. 7, 767
(2011)

47. Ariando, X. Wang, G. Baskaran, Z.Q. Liu, J. Huijben, J.B. Yi, A. Annadi, A.R. Barman, A.
Rusydi, S.Dhar,Y.P. Feng, J.Ding,H.Hilgenkamp,T.Venkatesan,Nat.Commun.2, 188 (2011)

48. L. Li, C. Richter, J. Mannhart, R.C. Ashoori, Nat. Phys. 7, 762 (2011)
49. M.R. Fitzsimmons, N.W. Hengartner, S. Singh, M. Zhernenkov, F.Y. Bruno, J. Santamaria, A.

Brinkman, M. Huijben, H.J.A. Molegraaf, J. de la Venta, I.K. Schuller, Phys. Rev. Lett. 107,
217201 (2011)

fadley@physics.ucdavis.edu



314 M. Salluzzo and G. Ghiringhelli

50. Z. Salman, O. Ofer, M. Radović, H. Hao, M. Ben Shalom, K.H. Chow, Y. Dagan, M.D.
Hossain, C.D.P. Levy, W.A. MacFarlane, G.M. Morris, L. Patthey, M.R. Pearson, H. Saadaoui,
T. Schmitt, D. Wang, R.F. Kiefl, Phys. Rev. Lett. 109, 257207 (2012)

51. J.S. Lee, Y.W. Xie, H.K. Sato, C. Bell, Y. Hikita, H.Y. Hwang, C.C. Kao, Nat. Mater. 12, 703
(2013)

52. S. Banerjee, O. Erten, M. Randeria, Nat. Phys. 9, 626 (2013)
53. D. Stornaiuolo, C. Cantoni, G.M. De Luca, R. Di Capua, E. Di Gennaro, G. Ghiringhelli, B.

Jouault, D. Marrè, D. Massarotti, F. Miletto Granozio, I. Pallecchi, C. Piamonteze, S. Rusponi,
F. Tafuri, M. Salluzzo, Nat. Mater. 15, 278 (2016)

fadley@physics.ucdavis.edu



Index

A
Ab-initio, 181
Ab-initio calculations, 182
Absorption edge, 269
Adsorbate(s), 22, 44, 47
Amorphous layer, 45
Analytical continuation, 224
Anatase titanium dioxide (TiO2), 73
Anderson impurity problem, 223
Angle-resolved photoelectron spectroscopy

(ARPES), 261
Antiferromagnetic, 186
ARPES, 1, 55, 77
ARPES analyzer, 12
ARPES experiments, 190
Artificial multiferroic, 246, 257, 266, 274
Atomic force microscope, 46
Atomic multiplet spectrum
Atomic-plane Bragg reflection, 170
Atomic-plane reflection, 160

B
Band alignment, 257, 258
Band bending, 88, 91, 93, 258
Band filling, 201
Band offset, 90–92, 259
Band structure, 120, 219, 261
Band structure calculations, 190
Band velocities, 197
Band-bending, 58
Berezinskii-Kosterlitz-Thouless transition, 43
BiFeO3/(Ca1-XCex)MnO3, 169
Bloch-Boltzmann Theory, 196
BoltZTraP code, 196

Bond reconfiguration, 254
Boundary conditions, 66
Bulk-doping, 57
Buried interface(s), 8, 254

C
CaCuO2/SrTiO3 (CCO/STO, 303
Capacitance, 38, 47
Capacitive readout, 257
Carrier density(ies), 64, 76
Cation mixing, 186, 188
Charge mobility, 28
Charge modulation, 263, 268
Charge transfer, 20, 21
Charge-transfer mechanism, 184
Chemical shift, 88, 89, 252
Chemical species, 167, 293
Chemical termination, 19
Circular dichroism, 120
Clogston-Chandrasekhar limit, 44
Composite charge carrier, 123
Confinement potential, 40
Confining potential, 58
Constant initial state spectra, 98, 99
Copper electronic configuration, 298
Core level spectra, 90

Al 1s, 91
Sr 3d, 94
Ti 2p, 88, 94, 95, 99

Coulomb repulsion
on-site, 101

Coupling constant, 76, 125
Critical thickness, 38, 90, 91, 93, 101–103, 184
Cross-section problem, 109

© Springer International Publishing AG, part of Springer Nature 2018
C. Cancellieri and V. Strocov (eds.), Spectroscopy of Complex
Oxide Interfaces, Springer Series in Materials Science 266,
https://doi.org/10.1007/978-3-319-74989-1

315

fadley@physics.ucdavis.edu



Crystal field splitting, 228, 234
Crystal momentum conservation, 204
CuO2 planes, 288, 297–300, 302, 303

D
2D growth, 256
2DEL, 55, 56, 77
2DES mobility, 130
3D electronic structure, 113
D-orbital, 57
d -p model, 228
Debye model, 158
Debye wavelength, 204
Defects, 22
Deformation potential, 197
Delta-doping, 190
Density functional theory (DFT), 216, 218, 220
Density of states, 184
DFT+DMFT, 217, 218, 220, 235
DFT+U, 216, 219
Diagonal hopping, 195
Dielectric constant, 66
Diffusive thermopower, 203
Diluted magnetic semiconductor, 114
Diode, 47
Direct transitions (DTs), 157
Dispersion kink, 127, 130
Doping, 234
Doping effect, 121
Doping equivalence, 203
Double-exchange model, 116
Drude model, 199
Dynamical mean field theory (DMFT), 216,

217, 222
Dzyaloshinskii-Moriya (DM) interaction, 248,

302

E
Effective mass, 65, 191

electron, 262
Effective mass tensor, 197
Electrical fatigue, 257
Electrolyte, 167
Electromigration, 141
Electron correlation(s), 133, 193, 245
Electron inelastic mean free path, 87, 89
Electron mean free path, 8
Electron mobility, 199
Electron-phonon scattering, 109
Electron screening, 136
Electron yield, 254
Electron-phonon coupling, 203
Electron-phonon interaction, 75, 123
Electron-phonon scattering, 204

Electronic, 47
Electronic correlations, 215
Electronic phase separation, 138
Electronic reconstruction, 88, 90, 95, 102, 226

built-in potential, 90, 91, 102
polar discontinuity, 95, 102

Electronic spectral function, 129
Electrons

localized, 101
mobile, 101

Electrostatic field, 183
Electrostatic field effect, 38, 44
Electrostatic modeling, 181
Electrostatic potential, 183
Element-resolved Bloch spectral functions, 176
Elemental sensitivity, 173
Epitaxial oxide, 17
Exchange bias, 250
Exchange interaction, 247
Experimental geometry, 110
Extended X-ray absorption fine structure

(EXAFS), 253, 265

F
Fermi energy, 191
Fermi surface, 61, 69, 73, 74, 120
Ferroelastic, 39
Ferroelectric field effect, 264, 268
Ferromagnetic, 187
Ferromagnetism, 232
Field effect, 141
Fluorescence yield, 254, 268
Formation energy, 187
Fröhlich interaction, 75, 124
Fractured surfaces, 64
Free-electron final state (FEFS), 173

G
c-Al2O3, 93, 94
GaAs, 10
Gas thickness, 203
Gate dielectric, 44
Gate field, 192
GdTiO3/SrTiO3, 163
Generalized-gradient approximation, 182
Green's function, 223
Ground state, 41, 45
Growth temperature, 192

H
Hall coefficient, 197
Hall effect, 40, 42
Hall mobility, 199
Hall resistivity, 184, 198

316 Index

fadley@physics.ucdavis.edu



HAXPES, 252
Heavy subband, 62
Heterojunction, 20
High temperature superconductors, 130
High-resolution, 56
Holes, 6, 90, 135, 186, 188, 199, 230, 231,

235, 288, 298, 299, 301
Holstein interaction, 124
Holstein-type polaron, 132

I
Impact ionization, 231
Impurity state, 115
Impurity-assisted trapping, 126
In-gap state(s), 59, 98–101, 135
Independent Boson model, 133
Indirect exchange, 255
Inelastic mean free path, 252
In-plane and out-of-plane orbitals, 39, 306
Insulating-metal transition, 188
Insulator to metal transition, 26
Interface

conducting, 88
contrast, 88
electronic and chemical structure, 87
intermixing, 95

Interface conductivity, 249
Interface coupling, 246
Interface magnetism, 251
Interface quantum well, 117
Interfacial charge carriers, 133
Interfacial ferromagnetism, 137
Interfacial magnetism, 141
Interference effect, 154
Intrinsic multiferroic, 248
Inversion symmetry, 247

J
Jahn-Teller distortion, 161

K
Potassium tantalate, KTaO3 (KTO), 72

L
La2CuO4 (LCO), 294
La0.67Sr0.33MnO3/SrTiO3, 160
LaAlO3, 37
LaAlO3/SrTiO3, 38, 88, 95, 97, 99, 101
LaCrO3/SrTiO3, 91
LAO stoichiometry, 29
LAO/STO, 38
LAO/STO interface, 12
Large polarons, 75, 130
Lifshitz transition, 41, 141

Light-induced, 59
Liquid/solid interface, 167
Lithography, 45
Local density approximation, 182
Localization of the 2DES, 119
Localized states, 182
Localized electrons at Ti-sites, 306
Luttinger count, 121, 139
Luttinger volume, 262

M
Magnetic anisotropy, 251
Magnetic moment

local, 101
Magnetic tunnel junction, 42, 159
Magnetism, 41, 42, 217, 226
Magnetization, 42, 47, 160, 176, 291, 303
Magnetoelastic, 249
Magnetoelectric coupling, 245, 255, 265, 266,

272, 274
Magnetoelectric effect, 270, 273
Magnetoelectric response, 256
Magnetoresistance, 40, 42
Magnetoresistivity, 184
Magnetostrictive, 248
Magnetotransport, 40
Magnons, 284, 295–297, 304
Many-body interactions, 5, 74
Mass enhancement, 71, 76
Mass renormalization, 125
Matrix element, 5, 66
Maximally localized Wannier orbitals, 222,

229
Metal contact, 188
Metal-insulator transition, 249
Molecular bonding, 300, 302
Momentum, 4
Momentum resolution, 113
Momentum-resolved electronic structure, 172
Mössbauer spectra, 159
Mott insulator, 216, 225
Multi-band behavior, 202
Multi-orbital Hubbard model, 222
Multiferroic, 245, 264

heterostructure, 258, 265
interface, 254, 260, 261, 264

Multiferroic manganites, 186
Multifunctional, 246
Multilayer heterostructure, 154

N
Nanoelectronic applications, 207
Near-total-reflection (NTR), 157
Nernst effect, 40

Index 317

fadley@physics.ucdavis.edu



Non-linear Hall resistance, 202
Non-local correlations, 217

O
(111), (011) surface 2DELs (SrTiO3), 69
Orbital character, 73, 120
Orbital coupling, 250
Orbital ordering, 62
Orbital polarization, 193, 229, 250
Orbital reconstruction, 70, 266
Ox-deficient samples, 139
Oxidation state, 88, 89
Oxide heterostructures, 215, 296

LaTiO3/SrTiO3 (LTO/STO), 226
SrRuO3/SrTiO3 (SRO/STO), 232–234, 236
SrTiO3/LaVO3 (STO/LVO), 230–232, 236
SrVO3/LaVO3 (SVO/LVO), 230
SrVO3/SrTiO3 (SVO/STO), 218–226, 230

Oxide interfaces, 38
Oxitronics, 47
Oxygen depletion, 99
Oxygen doping, 186
Oxygen dosing, 99, 101
Oxygen pressure, 26
Oxygen vacancies, 27, 41, 42, 58, 95, 98, 99,

134, 226, 234
cluster, 101
electron doping, 95, 99, 101, 102

Oxygen vacancy, 59, 188

P
Patterning, 45
Peak-dip-hump (PDH) structure, 127
Periodic boundary conditions, 182
Perovskites, 17
Perturbation expansion, 125
Phonon modes, 124, 130
Phonon sidebands, 127
Phonon-drag, 198
Phonon-drag peak, 204
Phonon-phonon scattering, 204
Phonons, 76
Photoabsorption cross sections, 88, 96, 101
Photoelectron, 2
Photoelectron analyzer, 110
Photoelectron spectroscopy, 258

angle-dependence, 89
angle-integrated, 88
core levels, 88, 96
damping of photoelectrons, 90, 93
depth profiling, 88
hard X-rays, 87, 96, 100
probing depth, 87–89
resonant, 96–100

soft X-rays, 87, 96, 100
valence band, 90, 96, 97

Photoemission, 245
Photoemission spectroscopy, 216
Photoemitted intensity, 256
Piezoelectric, 248
Poisson distribution, 129
Polar catastrophe, 181
Polar discontinuity, 20, 183, 261
Polar field, 232
Polar oxide interface, 21
Polar structural phase transition, 39
Polaronic states, 182
Polaronic weight, 136
Polarons, 123
Probing depth, 9, 111
Pseudo-self-interaction corrected energy

functional, 182
Pulsed laser deposition, 24

Q
Quantum confinement, 55, 71, 203
Quantum critical point, 45
Quantum Monte Carlo (QMC), 223, 235
Quantum well, 63
Quasiparticle, 6, 98–101
Quasiparticle renormalization, 216

R
Rare-earth nickelates RNiO3, 227
Rashba, 41, 42, 45, 46, 67, 69
Rashba effect, 195
Reacted interface, 251
Reacted layer, 256
Reconstructions, 60, 71, 74
Relaxation-time approximation, 196
Replica band, 77
Resistive readout, 257
Resistivity, 232
Resistivity oscillations, 196
Resonant excitation, 109, 154
Resonant inelastic X-ray scattering (RIXS),

284
Resonant photoemission, 114, 118
RHEED, 25
Rigid band approximation, 190
RKKY interaction, 101
Rumpling, 184

S
SARPES, 69
Scanning transmission X-ray microscopy, 270

STXM, 270
Schottky barrier, 258

318 Index

fadley@physics.ucdavis.edu



height, 257
Seebeck coefficient, 202
Seebeck effect, 39
self-energy R, 219, 223
Self-trapping, 126
Sheet conductance, 26
Sheet resistivity, 201
Shubnikov-de Haas, 195
Shubnikov-de Haas oscillations, 40
SiOx/EuO/Si heterostructure, 112
Soft X-ray ARPES, 56, 77
Soft X-ray reflectivity, 229
Solid solution, 189
Sound velocity, 197
Spatial extension, 136
Spatial extent, 66
Spectral function, 261
Spectral function of polarons, 127
Splitting, 38, 39, 67, 69, 73, 101, 161, 163,

191, 193, 234
Spin currents, 46
Spin filter, 256
spin-moment, 292
Spin polarization, 142
Spin-orbit, 194
Spin-orbit coupling, 38
Spin-orbit interaction, 67, 72
Spin-resolved, 69
Spin-resolved ARPES, 137
Spin-splitting, 67
Spin to charge current conversion, 47
Spintronics, 46
Sr2CuO2Cl2(SCOC), 296
SrRuO3 (SRO), 232
SrTiO3, 37
Standing-wave photoemission, 153
Step-and-terrace morphology, 25
STO, 56
Strontium titanate, SrTiO3 (STO), 61
Stoichiometric interface, 207
Strain, 234
Strontium titanate, 57
Subband(s), 61, 73
Subband structure, 66
Superconducting cuprates, 186
Superconductivity, 41, 42, 45, 76
Superexchange, 266
Super-exchange interaction, 302
Superstructures, 142
Surface polarity, 188
Surface reconstruction, 207
Surfaces, 55
SX-ARPES, 9

Symmetry breaking, 192
Synchrotron, 10
Synchrotron radiation beamlines, 110

T
t2g splitting, 191
TEM/EELS, 160
Tetragonal crystal-field, 298
Thermal conductivity, 202
Thermoelectric efficiency, 202
Thermopower, 39
Tight-binding, 66
Ti-magnetism, 308
Time reversal, 247
TMO heterostructures, 135, 283, 284, 311
Transition metal dichalcogenide, 113
Transition metal oxides, 87, 215
Transverse electric field, 198
Tunneling electroresistance, 257
Tunneling magnetoresistance, 258
Two-dimensional, 62
Two-dimensional electron system, 89, 95, 97,

117
charge carrier density, 89
coexistence with ferromagnetism, 101
thickness, 89

Two-dimensional superconductivity, 43
Two-dimensional system, 37

U
Ultraviolet photoemission spectroscopy, 252
Unintentional oxidation, 255
Universal curve, 87, 89, 108
Universal curve of photoemission, 8
UV valence band, 3

V
Vacancy concentration, 188
Valence band spectra, 90

W
W2dynamics, 235
Wavefunctions, 63, 66, 71
Weak localization, 38
Wien2K, 221, 235
Wien2wannier, 222

X
X-ray absorption, 271
X-ray absorption near edge spectroscopy, 253,

265
XANES, 253, 265, 268, 270

X-ray absorption spectra, 98, 99

Index 319

fadley@physics.ucdavis.edu



X-ray absorption spectroscopy, 245, 253, 264,
265

X-ray holography, 270, 271
X-ray irradiation, 139
X-ray Linear Dichroism (XLD), 65, 288, 306
X-ray magnetic circular dichroism (XMCD),

265, 268, 271, 273, 274, 284
X-ray magnetic linear dichroism (XMLD), 272,

273
X-ray natural linear dichroism (XNLD), 273

X-ray photoelectron spectroscopy, 251
X-ray photoemission electron microscopy

(XPEEM), 265, 270, 271, 273, 274
X-ray ptychography, 270
XLD spectra of LAO/STO, 306
XPS depth profiling, 118

Z
Zener breakdown, 21, 183

320 Index

fadley@physics.ucdavis.edu


	Preface
	Contents
	Contributors
	1 Introduction: Interfaces as an Object  of Photoemission Spectroscopy
	1.1 Introduction
	1.2 Basics of Photoemission Spectroscopy: Energetics  and Momentum Resolution
	1.3 Spectral Function and Many-Body Interactions  in Photoemission
	1.3.1 Matrix Element Effects

	1.4 High-Energy Photoemission as a Probe for Buried Systems
	1.4.1 Probing Depth of High Energy Photoemission
	1.4.2 ARPES Instrumentation

	References

	2 The LaAlO3/SrTiO3 Interface: The Origin  of the 2D Electron Liquid and the Fabrication
	2.1 Origin of the 2D Electron Liquid
	2.1.1 Introduction
	2.1.2 The Interface
	2.1.3 The Polar Discontinuity
	2.1.4 The Polar Catastrophe
	2.1.5 Beyond a Perfect Interface

	2.2 The Growth of Crystalline LaAlO3/SrTiO3 Heterostructures
	2.2.1 PLD Growth
	2.2.2 The Role of LAO Deposition Conditions
	2.2.3 The Role of LAO Stoichiometry

	2.3 Conclusions
	References

	3 Transport Properties of TMO Interfaces
	3.1 Introduction
	3.2 Evidence for Multi-band Conduction  from Magnetotransport
	3.2.1 Anisotropic Magnetotransport
	3.2.2 Universal Lifshitz Transition

	3.3 Ground State of the LaAlO3/SrTiO3: Superconductivity and Magnetism
	3.4 Nanopatterning
	3.5 Other Paths of Exploration
	3.5.1 Spintronics
	3.5.2 Diode Effects, Circuits and Sensors

	References

	4 ARPES Studies of Two-Dimensional  Electron Gases at Transition Metal  Oxide Surfaces
	4.1 Introduction
	4.1.1 Metallic Subbands at the Surface of an Insulator

	4.2 Origin of Surface 2DELs in TMOs
	4.2.1 UV Induced Oxygen Vacancies

	4.3 2DEL Subband Structure at the (001), (110) and (111) Surfaces of SrTiO3
	4.3.1 SrTiO3 (001)
	4.3.2 SrTiO3 (111) and (110) surface 2DELs

	4.4 Surface 2DELs in Other Transition Metal Oxides
	4.4.1 KTaO3
	4.4.2 Anatase TiO2

	4.5 Many-Body Interactions in TMO 2DELs
	4.6 Discussion
	References

	5 Photoelectron Spectroscopy  of Transition-Metal Oxide Interfaces
	5.1 Introduction
	5.2 Depth Profiling
	5.3 Band Bending and Offset
	5.4 Role of Oxygen Vacancies
	5.5 Conclusions and Outlook
	References

	6 Electrons and Polarons at Oxide Interfaces Explored by Soft-X-Ray ARPES
	6.1 Soft-X-Ray ARPES: From Bulk Materials to Interfaces and Impurities
	6.1.1 Virtues and Challenges of Soft-X-Ray ARPES
	6.1.2 Experimental Technique
	6.1.3 Application Examples

	6.2 k-Resolved Electronic Structure of LAO/STO
	6.2.1 Resonant Photoemission
	6.2.2 Electronic Structure Fundamentals: Fermi Surface, Band Structure, Orbital Character
	6.2.3 Doping Effect on the Band Structure

	6.3 Electron-Phonon Interaction and Polarons at LAO/STO
	6.3.1 Basic Concepts of Polaron Physics
	6.3.2 Polaronic Nature of the LAO/STO Charge Carriers

	6.4 Oxygen Vacancies at LAO/STO
	6.4.1 Signatures of Oxygen Vacancies in Photoemission
	6.4.2 Tuning the Polaronic Effects
	6.4.3 Interfacial Ferromagnetism
	6.4.4 Phase Separation

	6.5 Prospects
	6.6 Conclusions
	References

	7 Standing-Wave and Resonant Soft- and Hard-X-ray Photoelectron Spectroscopy of Oxide Interfaces
	7.1 Basic Principles of Resonant Standing-Wave Soft- and Hard-X-ray Photoemission (SXPS, HXPS) and Angle-Resolved Photoemission (ARPES)
	7.1.1 Standing-Wave Photoemission and Resonant Effects
	7.1.2 Near-Total Reflection Measurements
	7.1.3 ARPES in the Soft- and Hard-X-ray Regimes

	7.2 Applications to Various Oxide Systems and Spintronics Materials
	7.2.1 Overview of Past Studies—Standing Waves from Multilayer Reflection
	7.2.2 Overview of Past Studies—Standing Waves from Atomic-Plane Reflection
	7.2.3 Multilayer Standing-Wave Soft- and Hard-X-ray Photoemission and ARPES from the Interface Between a Half-Metallic Ferromagnet and a Band Insulator: La0.67Sr0.33MnO3/SrTiO3
	7.2.4 Multilayer Standing-Wave Soft X-ray Photoemission and ARPES Study of the Two-Dimensional Electron Gas at the Interface Between a Mott Insulator and a Band Insulator: GdTiO3/SrTiO3
	7.2.5 Multilayer Standing-Wave Photoemission Determination of the Depth Distributions at a Liquid/Solid Interface: Aqueous NaOH and CsOH on Fe2O3
	7.2.6 Near-Total Reflection Measurement of the Charge Accumulation at the Interface Between a Ferroelectric and a Doped Mott Insulator: BiFeO3/(Ca1−XCex)MnO3
	7.2.7 Atomic-Plane Bragg Reflection Standing-Wave Hard X-ray ARPES: Element- and Momentum-Resolved Electronic Structure of GaAs and the Dilute Magnetic Semiconductor Ga1−XMnxAs

	7.3 Conclusions and Future Outlook
	References

	8 Ab-Initio Calculations of TMO Band Structure
	8.1 Fundamentals of 2DEG Formation in SrTiO3/LaAlO3 According to Ab-Initio Calculations
	8.1.1 Ab-Initio Description of Polar Catastrophe: Role of Polar Discontinuity and Band Alignment
	8.1.2 Ab-Initio Description of Non-stoichiometric Mechanisms: Oxygen Doping and Cation Mixing

	8.2 Band Structure and Related Properties: Spectroscopy, Thermal, and Transport Properties
	8.2.1 Basic Aspects of Band-Structure Calculation  at the STO/LAO Interface
	8.2.2 Calculated Band Structures and Comparison  with Spectroscopy
	8.2.3 Thermoelectric and Transport Properties: The Bloch-Boltzmann Approach
	8.2.4 Transport and Thermoelectric Properties of STO/LAO
	8.2.5 Analysis of Phonon-Drag in 2D Systems

	8.3 Conclusions
	References

	9 Dynamical Mean Field Theory for Oxide Heterostructures
	9.1 Introduction
	9.2 Steps of a DFT + DMFT Calculation Illustrated  by SVO/STO Heterostructures
	9.2.1 Motivation for DFT + DMFT: The Electronic Structure of Bulk SrVO3
	9.2.2 Workflow of a DFT + DMFT Calculation
	9.2.3 Comparison with the Experiment

	9.3 Applications
	9.3.1 Titanates
	9.3.2 Nickelates
	9.3.3 Vanadates
	9.3.4 Ruthenates

	9.4 Conclusion and Outlook
	References

	10 Spectroscopic Characterisation  of Multiferroic Interfaces
	10.1 Introduction
	10.1.1 Intrinsic Multiferroics and Heterostructures
	10.1.2 Types of Interfacial Coupling

	10.2 Introduction to PES and XAS: Differences  and Complementarities
	10.2.1 X-ray Photoelectron Spectroscopy (XPS)
	10.2.2 X-ray Absorption Spectroscopy (XAS)

	10.3 Photoemission Studies of Multiferroic Interfaces
	10.3.1 Probing Interface Region with Core-Level PES
	10.3.2 Schottky Barrier Height and Band Alignment at the Interface
	10.3.3 Angle-Resolved Photoelectron Spectroscopy of Multiferroic Interfaces

	10.4 X-ray Absorption Spectroscopy Studies  of Multiferroic Systems
	10.4.1 L-edge XAS Studies of Multiferroics and Heterostructures
	10.4.2 K-edge X-ray Absorption Spectroscopy of Multiferroics
	10.4.3 X-ray Photoemission Electron Microscopy (XPEEM)

	10.5 Conclusions and Outlook
	References

	11 Oxides and Their Heterostructures Studied with X-Ray Absorption Spectroscopy and Resonant Inelastic X-Ray Scattering in the “Soft” Energy Range
	11.1 Introduction
	11.2 Introduction to X-Ray Absorption Spectroscopy and Resonant Inelastic X-Ray Scattering
	11.2.1 X-Ray Absorption Spectroscopy
	11.2.2 X-Ray Linear Dichroism
	11.2.3 X-Ray Magnetic Circular Dichroism

	11.3 Introduction to Resonant Inelastic X-Ray Scattering
	11.4 XAS and RIXS of Oxide Heterostructures
	11.4.1 XAS on Cuprate Heterostructures
	11.4.2 RIXS of Cuprate Heterostructures
	11.4.3 XAS and RIXS of LaAlO3/SrTiO3 Heterostructures

	11.5 Perspectives and Conclusions
	References

	Index



