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We present a general theoretical methodology and related open-access computer program for

carrying out the calculation of photoelectron, Auger electron, and x-ray emission intensities in the

presence of several x-ray optical effects, including total reflection at grazing incidence, excitation

with standing-waves produced by reflection from synthetic multilayers and at core-level resonance

conditions, and the use of variable polarization to produce magnetic circular dichroism. Calculations

illustrating all of these effects are presented, including in some cases comparisons to experimental

results. Sample types include both semi-infinite flat surfaces and arbitrary multilayer configurations,

with interdiffusion/roughness at their interfaces. These x-ray optical effects can significantly alter

observed photoelectron, Auger, and x-ray intensities, and in fact lead to several generally useful

techniques for enhancing surface and buried-layer sensitivity, including layer-resolved densities of

states and depth profiles of element-specific magnetization. The computer program used in this

study should thus be useful for a broad range of studies in which x-ray optical effects are involved

or are to be exploited in next-generation surface and interface studies of nanoscale systems. VC 2013
American Institute of Physics. [http://dx.doi.org/10.1063/1.4790171]

I. INTRODUCTION

Emission spectroscopies excited with soft or hard x-rays

from synchrotron sources constitute some of the most power-

ful tools for probing atomic structure, electronic structure,

and magnetic properties of bulk materials, as well as surfa-

ces, buried layers, and the interfaces between layers. In the

case of photoelectron emission, if the excitation is in the soft

x-ray regime of ca. 100-1000 eV, the short inelastic mean

free paths (IMFPs) of� 5–25 Å (Ref. 1) have led to many

investigations of chemical and physical properties at surfaces

or layers that are close to surfaces, but also with sensitivity

to bulk properties. The techniques of x-ray photoelectron

spectroscopy (XPS)2 and Auger electron spectroscopy

(AES)3 are both in this category. More recently, there is

growing interest in carrying out photoemission in the multi-

keV regime, yielding hard x-ray photoemission (HXPS,

HAXPES), for which the IMFPs can be 50–150 Å, implying

much more bulk and buried layer/buried interface sensitiv-

ity.4,5 Alternatively, x-ray emission (XES) spectroscopy and

its close relative resonant inelastic x-ray scattering (RIXS)6

and x-ray absorption (XAS) spectroscopy based on total

electron yield7 are more bulk-sensitive since the attenuation

lengths for emitted photons or the creation of secondary elec-

trons are significantly larger. Furthermore, XPS, AES, and

XES/RIXS are particularly versatile since they are element-

and orbital-specific techniques. We will here focus primarily

on XPS and XES/RIXS, commenting to some degree also on

AES, and will consider the calculations of various x-ray opti-

cal effects that can strongly modify the total electric field

(incident plus reflected) vs. depth inside of samples, thus

affecting spectral intensities: total reflection at grazing inci-

dence, excitation with standing-waves produced by reflection

from synthetic multilayers,8 and perhaps also at core-level

resonance conditions, and the use of variable polarization to

produce magnetic circular or other dichroism effects.

X-ray optical effects in XPS were first discussed theoreti-

cally and experimentally with regard to going into total reflec-

tion for a homogeneous semi-infinite sample by Henke,9 and

it was soon demonstrated that these effects could be used to

enhance surface sensitivity.10 Somewhat later, the theory of

x-ray optical effects in spectroscopy was further discussed,11

and total reflection was more systematically developed as a

tool for enhancing surface sensitivity and reducing inelastic

backgrounds, leading to what has been termed grazing-

incidence XPS (GIXPS)12 or total reflections XPS (TRXPS).13

Beyond these total reflection studies, x-ray optical

effects have not been rigorously accounted for in the analysisa)Present address: Wright-Patterson Air Force Base, Ohio 45433, USA.

0021-8979/2013/113(7)/073513/25/$30.00 VC 2013 American Institute of Physics113, 073513-1

JOURNAL OF APPLIED PHYSICS 113, 073513 (2013)

Downloaded 21 Feb 2013 to 134.79.222.200. Redistribution subject to AIP license or copyright; see http://jap.aip.org/about/rights_and_permissions

http://dx.doi.org/10.1063/1.4790171
http://dx.doi.org/10.1063/1.4790171
http://dx.doi.org/10.1063/1.4790171
http://dx.doi.org/10.1063/1.4790171
http://crossmark.crossref.org/dialog/?doi=10.1063/1.4790171&domain=pdf&date_stamp=2013-02-21


of most photoemission or x-ray emission data, with the

assumption being made that the x-rays penetrate much more

deeply, and essentially without attenuation or modulation,

into the sample, as compared to the depths from which the

photoelectrons or fluorescent x-rays are emitted. Yet x-ray

optical effects can play a particularly significant role for

measurements done at grazing incidence angles,9–13 near

absorption-edge resonances,14 in Bragg-like reflection from

single-crystal planes15–17 and synthetic multilayers,8,18–32

and with variable polarization so as to produce magnetic and

other dichroic effects.19,21,30

In beginning this discussion, it is worthwhile to discuss

in more detail the specific types of x-ray optical effects that

need to be considered: first are optical interference effects

that modify the total electric field intensity vs. depth into the

sample. These result directly from the consideration of elec-

tromagnetic wave propagation into and out of samples (as

developed in Sec. II of this work), and include effects near

the critical angle in semi-infinite samples, as well as interfer-

ence effects in layered films. They all result from the phase

and amplitude of the upward propagating (reflected) wave

field relative to the incident (downward propagating) wave

field, as given by the sum of these 2 fields as a function of

depth, which we take to be the z coordinate. Second, tuning

the photon energy across core resonances can modify these

interference effects markedly, thus changing the behavior of

total wave field vs. z. Third, varying the polarization of the

radiation, either at a non-resonant or a resonant energy, can

further alter intensities and the variation of the total wave

field vs. z.

While these optical processes can in one sense be

viewed as complicating the analysis of the experimental data

in many cases, the effects they produce also carry valuable

information related to the structural, optical, and electronic

properties of the sample. For example, one more recent

approach exploits x-ray optical effects with high-contrast

x-ray standing waves (SWs) that are artificially generated by

reflection from a nm-scale multilayer mirror to probe buried

interfaces via XPS18,21 and XAS.19 The SW XPS technique

has in fact been found to possess several advantages over

other methods for probing buried layers and interfaces: it is

non-destructive and element-specific, has a high depth-

resolution estimated to be ca. 2–3 Å, and it can be used in

various modalities including with x-ray magnetic circular

and linear dichroism (XMCD and XMLD) and in a photo-

electron microscope to add a third depth dimension.19,27,28

In all of the above examples, a complete understanding

and exhaustive theoretical consideration of the interaction

between the radiation and the relevant solid state materials

and/or nanostructures are essential in order to make quantita-

tive use of experimental data. As one specific example, the

deconvolution of spectra so as to derive surface and bulk

contributions has been a controversial issue in resonant x-ray

photoemission spectroscopy (RPES) for cerium-based

strongly correlated systems.33–37 In this particular case, it

has been recognized that the notion of x-ray optics is essen-

tial to understand high-resolution RPES more accurately and

quantitatively because the photon energy is scanned through

the absorption edges of cerium, with the x-ray penetration

depth changing dramatically during such a scan. Another

specific example of where modeling of x-ray optical effects

is essential to understand the system is the characterization

of multilayer film stacks and superlattices, which are ubiqui-

tous in semiconductor technology, spintronic applications,

and various energy conversion devices. For example, major

efforts in the past decades have been devoted to the studies

of magnetic multilayer film stacks21,38 and superlattice mir-

rors used in EUV lithography,18,39 where consideration of x-

ray optical effects is essential to extract physical information

about the structure and properties of the sample from spec-

troscopic measurements. Other driving forces for more quan-

titatively dealing with x-ray optics in spectroscopy are the

development of new state-of-the-art technologies involving

complex nanostructures and the continued improvement of

high-brilliance and sub-micron spot synchrotron radiation

sources. Thus, allowance for x-ray optics in spectroscopy is

becoming increasingly more important as a tool for research,

characterization, and metrology.

In this paper, we thus present a general discussion of

x-ray optics, together with the emission processes for photo-

electrons, Auger electrons, and fluorescent x-rays. These are

incorporated into a versatile public-access computer program

so as to provide for more accurate and quantitative analysis

of XPS and XES/RIXS, as well as AES, spectra. Section II

discusses the theoretical details of the underlying physics

describing the interaction between the solid sample, the excit-

ing x-ray wavefields (including both incident and reflected),

and the emitted waves (electrons or fluorescent photons). The

wavefields of the emitted photons also may scatter from

layers in the sample. The excitation of any of these incoher-

ent emission processes is proportional to the total wavefield

intensity at a given point, rather than its amplitude. The

downloadable program is available elsewhere, together with

instructions for its use.40 Section III presents several illustra-

tive applications to the analysis of emission from semi-

infinite systems, soft x-ray mirrors (also used as standing

wave generators), resonant excitation through core absorption

edges, and measurements with variable polarization. Section

IV summarizes these results and presents an outlook for fur-

ther studies and improvements in theoretical modeling.

II. BASIC THEORETICAL FORMALISM

We here present the basic theoretical components that

are included in what we term the Yang X-ray optics (YXRO)

computer program,40 beginning with the fundamental rela-

tions based on Maxwell’s Equations, and then incorporating

the excitation and emission processes for photoelectrons,

Auger electrons, and fluorescent x-rays so as to yield expres-

sions that can be applied to a simple semi-infinite material,

as well as to an arbitrary multilayer structure, with intermix-

ing/interdiffusion at all interfaces, and the possibility of sim-

ulating dichroism effects. At the outset, we note that this

program has been tested extensively and used to successfully

model a variety of sets of experimental data, to which we

refer the reader.18,20–32 We here thus focus primarily on the

theoretical modeling of various x-ray optical effects,

073513-2 Yang et al. J. Appl. Phys. 113, 073513 (2013)
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pointing out the actual and potential utility of them in future

studies of buried layers and interfaces.

We begin in Figs. 1 and 2 by defining various important

physical quantities for describing the interaction of the radia-

tion with a semi-infinite sample, and an arbitrary multilayer

sample, respectively. Specifically, in Fig. 1, medium 1 is

vacuum with index of refraction n1 equal to unity, and me-

dium 2 is a semi-infinite substrate with index of refraction

n2 ¼ 1� dþ ib. Although it has been pointed out that using

this scalar index of refraction approximation does not rigor-

ously describe the inhomogeneous nature of wave fields in

absorbing media,41 this approximation has been used suc-

cessfully to interpret experimental photoemission data previ-

ously, e.g., by Henke9 and is expected to be valid for soft

x-ray energies where jbj � 1� d.11 The electric field, which

can be involved with various types of polarization, including

linear and circular, is ~E1 for the incident wave, and ~E
0
1 for

the reflected wave, with wave vectors of propagation of
~k1 and~k

0
1 , respectively; both the s and p polarizations are

shown in this figure. The incidence angle relative to the sur-

face is /inc as measured with respect to the surface, or the

complement of this angle hinc as measured with respect to

the surface normal. Simple geometric considerations in spec-

ular reflection dictate that the period of the standing wave

electric field intensity j~Ej2 is given by kSW ¼ kx=ð2 sin /incÞ.
The coordinate z represents depth into medium 2. The inci-

dence and specular reflection angle is defined relative to the

surface normal as hinc, and the refracted angle inside medium

2 is h2; again defined relative to the surface normal. In fact,

for x-rays with index of refraction less than unity, h2 is

greater than hinc, and thus not as shown in Fig. 1. ~k2 is the

wave vector of the transmitted radiation moving downward

in medium 2 with electric field ~E2 ¼ E2ê (with ê a unit

vector) and n and n0 are angles of emission of photoelectrons

(pe), Auger electrons (ae), or x-rays (xe) relative to ~E2 or ~k2,

respectively. The emission angles /2;peðae;xeÞ in medium 2,

and finally into vacuum /1;peðae;xeÞ are defined relative to the

relevant surface/interface between the two media. X-ray inci-

dence and refraction/reflection angles h will generally be

defined from the surface normal, but for emission processes

the angles / will be defined from the surface or the relevant

buried interface. We will follow this convention for angles

of incidence/reflection and emission in the more general

x-ray optical discussion for a multilayer sample below. How-

ever, in describing Bragg reflection from multilayers, as well

as x-ray attenuation at incidence, it is more intuitive to define

the x-ray incidence angle relative to the surface, as we have

done above in the Bragg equation and will also do in some

equations below.

In Fig. 2, this picture is generalized to describe an arbi-

trary multilayer sample, in which the layers are labeled with

indices 1,2,….,j, as deposited on a semi-infinite substrate.

Each layer has its unique index of refraction, and the com-

puter program to be described later permits including the

effects of intermixing, or equivalently interface roughness, at

each interface. As illustrated here, the sample itself would be

a periodic multilayer composed of repeating bilayers of 1-2,

3-4, etc., but the program can in fact deal with any configura-

tion of layers. Note also that multiple scattering of the x-rays

within all layers is allowed for, using the Parratt algorithm.42

By contrast, the photoelectrons are assumed to travel in

straight-line trajectories to the top surface of the sample.

However, the photoelectrons may be refracted and reflected

in crossing the inner potential barrier V0 at the surface,43 as

schematically indicated in Figs. 1 and 2. The YXRO program

is thus complementary to the SESSA program for XPS sur-

face analysis,44,45 in that the latter allows for atomic elastic

scattering effects inside the sample as the photoelectrons exit,

but includes neither any effects of x-ray optics nor refraction

at the surface barrier, which are included in YXRO.

FIG. 1. Schematic diagram of the x-ray optical effects and spectroscopic

processes for emission of photoelectrons (pe), Auger electrons (ae), or

x-rays (xe) from a semi-infinite medium, with various symbols defined.

Here, the x-rays are incident from medium 1¼ vacuum on the surface of

medium 2, with index of refraction n2¼ 1� dþ ib. Incident, reflected, and

transmitted wave are shown, together with various angles to quantitatively

model the overall processes. Also shown is a schematic illustration of how

the emission of an electron or an x-ray from an atom changes in relative

intensity depending on its position with respect to the maxima and minima

of the standing wave, with the relative magnitude of jEj2 also indicated.

FIG. 2. Schematic diagram of the x-ray optical effects and spectroscopic

processes for a general multilayer sample, including roughness/interdiffu-

sion at interfaces and with various symbols defined.
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A. A semi-infinite sample

When a plane electromagnetic wave originating from

vacuum (coordinate z< 0, dielectric constant e0¼ 1) is inci-

dent onto an idealized mirror-like flat surface (z¼ 0) of a

solid (z> 0, with dielectric constant e ¼ ð1� dþ ibÞ2),46

linear optics based on Maxwell’s equations yields spatially

and temporally dependent electric fields for incoming

(E1ðr; t; h�Þ), reflected (E01ðr; t; h�Þ), and transmitted

(E2ðr; t; h�Þ) waves at the z¼ 0 interface as follows (see,

Fig. 1)

E1ðr; t; h�Þ ¼ E1ðz ¼ 0�Þeiðk1�r�xtÞ; (1a)

E01ðr; t; h�Þ ¼ E01ðz ¼ 0�Þeiðk01�r�xtÞ; (1b)

E2ðr; t; h�Þ ¼ E2ðz ¼ 0þÞeiðk2�r�xtÞ: (1c)

Applying the appropriate boundary conditions yields Snell’s

law,47

n1 sin h1 ¼ n01 sin h01 ¼ n2 sin h2: (2)

The special condition n1 ¼ n01 results in h1 ¼ h01. In general,

all media can be considered to be conducting in the soft and

hard x-ray regimes of frequencies, and this implies that the

angle h2 is complex because n2 is complex and with a non-

zero absorbing component b. The wave propagation in any

medium can thus be expressed in terms of incident electro-

magnetic waves via these boundary conditions. That is, if it

is assumed that the magnitudes of reflected and transmitted

waves become, respectively,

E01ðz ¼ 0�Þ ¼ rE1ðz ¼ 0�Þ; (3a)

E2ðz ¼ 0þÞ ¼ tE1ðz ¼ 0�Þ; (3b)

where r and t represent reflection and transmission, respec-

tively, then with the boundary conditions on the field compo-

nents tangential to the surface E1t þ E01t ¼ E2t and

B1t þ B01t ¼ B2t, we obtain the relevant Fresnel coefficients

for s and p polarized radiation, with the usual definitions of s

polarization perpendicular to the planes of Figs. 1 and 2, and

p polarization in these planes,

rs ¼ n1 cos h1 � n2 cos h2

n1 cos h1 þ n2 cos h2

;

ts ¼ 2n1 cos h1

n1 cos h1 þ n2 cos h2

ðs� polarizationÞ; (4a)

rp ¼ n1 cos h2 � n2 cos h1

n1 cos h2 þ n2 cos h1

;

tp ¼ 2n1 cos h1

n1 cos h2 þ n2 cos h1

ðp� polarizationÞ: (4b)

The transmitted electric field strength E2ðr; tÞ can then be

written as

E2ðr; t; h�Þ ¼ E2ðz ¼ 0þÞeiðk2�r�xtÞ

¼ tE1ðz ¼ 0�Þeiðk2x sin h2þk2z cos h2�xtÞ: (5)

Since medium 1 is vacuum (n1¼ 1), Eq. (2) becomes

k1 sin h1 ¼ k2 sin h2 ¼ kr
2 sin h2¼Real number: (6)

Here, k2¼kr
2þiki

2;k
r
2¼Reðk2Þ;ki

2¼Imðk2Þ; andk2¼k2 sinh2

x̂þk2 cosh2ẑ. k2 and cosh2 are complex while k1, kr
2; ki

2; and

sinh2 are real. Equation (6) implies that ki
2 has only a normal

(z-) component and k2¼kr
2 sinh2x̂þkr

2 cosh2ẑþ iki
2ẑ¼k1

sinh1x̂þðkr
2 cosh2þ iki

2Þẑ. Hence k2¼kr
2 sinh2x̂þkr

2 cosh2

ẑþ iki
2ẑ¼k1 sinh1x̂þðkr

2 cosh2þ iki
2Þẑ and kr

2 cosh2þ iki
2

¼k2 cosh2. Then, the electric field strength in medium 2 can

be described as

E2ðr;t;h�Þ¼ tE1ðz¼0�Þeiðk2xsinh2þRefk2zcosh2gþiImfk2zcosh2g�xtÞ:

(7)

The electric field strength in the medium needs to be normal-

ized with respect to the incoming wave, i.e., jE1ðz ¼ 0�Þj ¼ 1,

thus the squared electric field strength in media 2 becomes

IðzÞ ¼ jE2ðzÞj2 ¼ jtj2e�2Imfk2z cos h2g: (8)

The photon energy is transported in the form of the Poynting

vector S 5 E�B and, therefore, S/ |E|2. Using Eq. (8), the

differential spectral intensities for photoelectron, Auger elec-

tron, and x-ray emission, emanating from level k in an atom

of type A at depth z, as excited by a photon of energy h� and

polarization ê into a direction /0
peðae;xeÞ, can be written as

dIAk;peðz; ê; h�;/0
peÞ

dz
¼qA

drAk
pe ðh�; êÞ

dX
jE2ðz; h�Þj2

� ½1� Rð/0
peÞ�e

� z

Kpe sin /0
pe

ðphotoemissionÞ; (9a)

dIAk;aeðz; ê;h�;/0
aeÞ

dz
¼qA

drAk
ae ðh�; êÞ

dX
jE2ðz;h�Þj2

�½1�Rð/0
aeÞ�e

� z

Kae sin/0
ae ðAugerÞ; (9b)

dIAk;xeðz; ê; h�;/0
1xeÞ

dz
¼ qA

drAk
xe ðh�; êÞ

dX
jE2ðz; h�Þj2

� jE1xeðz; h�xe;/
0
1xeÞj

2

ðx-ray emissionÞ; (9c)

where qA is the density of atom A, k labels the subshell that

is initially excited to cause emission of a photoelectron, or a

secondary Auger electron or x-ray (and is here not a wave

vector), the angular variables /0
pe; /0

ae; and /0
1xe describe the

initial emission direction at depth z, the differential atomic

cross sections
drAk

peðae;xeÞðh�;̂eÞ
dX describe the probability of exciting

each type of emission into a given initial direction, Kpe(ae)

are the inelastic mean free paths of electrons, or more cor-

rectly effective attenuation lengths (EALs) if allowance is

made for elastic scattering effects as well, with the EALs

being estimated using for example, the TPP-2 M method of

Tanuma, Powell, and Penn48 or derived directly from prior

experimental data for many materials.45 For photoelectron
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emission and in the dipole approximation,
drAk

pe ðh�;̂eÞ
dX can be

expressed in the usual way as a function of the polarization

of the incident radiation via the asymmetric parameter gAk

for the Ak subshell, the angle between the polarization direc-

tion and the electron emission direction n (for linearly polar-

ized light), which determines also /0
pe, or n0, the angle

between x-ray propagation direction k̂2 and electron emis-

sion direction (for unpolarized light). It should be noted that

the actual take-off angle /pe(ae) from the surface to the detec-

tor is different from the angle /0
peðaeÞ at which the electron

leaves a given atom due to the electron refraction at the inner

potential surface barrier. Also, the back reflection of out-

going electrons at this barrier should be taken into account

for complete generality; this we describe by Rð/0
peÞ, and

the two relevant quantities can readily be obtained from

/peðaeÞ ¼ cos�1½ð1þ V0=EkinÞ1=2
cos/0

peðaeÞ� and Rð/0
peðaeÞÞ

¼ 1�ð1�V0=Ekinsin2/0
peðaeÞÞ

1=2

1þð1�V0=Ekinsin2/0
peðaeÞÞ

1=2

� �2

, where V0 is the inner potential

and Ekin is the electron kinetic energy. Similar refraction and

back reflection of the emitted x-rays can also occur at the

surface. The differential cross sections
drAk

aeðxeÞðh�;̂eÞ
dX for Auger

or x-ray emission are more complex in nature, and we will

not deal with them quantitatively here but we note that the

depth dependence of both will be controlled by jE2ðz; h�Þj2in

Eqs. (9) above.

In the dipole approximation, and for given gAk, n, and n0

values, Eq. (9a) for photoemission from a semi-infinite sam-

ple becomes for polarized radiation,

dIAk;peðz; hv; ê;/0
peÞ

dz
¼qA

rAk
pe ðh�Þ

4p
1þ gAk

3

2
cos2n� 1

2

� �� �

� jE2ðz; hvÞj2½1� Rð/0
peÞ�e

� z

Kpesin/0
pe ;

(10a)

and for unpolarized radiation,

dIAk;peðz; hv; k̂x;/
0
peÞ

dz
¼qA

rAk
pe ðh�Þ
4p

1þ 1

2
gAk

3

2
sin2n0 � 1

� �� �

� jE2ðz; hvÞj2½1� Rð/0
peÞ�e

� z

Kpesin/0
pe :

(10b)

Specifying this now for the polarized case that is found with

synchrotron radiation as the source, we have for the total

photoemission yield by substituting Eq. (8) into Eq. (10a)

and integrating over depth

IAk;peðhv; ê;/0
peÞ ¼

ð1
0

dz
dIAkðz; hv; ê;/0

peÞ
dz

¼qA

rAk
pe ðh�Þ
4p

AAkðgAk; nÞ½1� Rð/0
peÞ�

� jtj2

2Im k2 cos h2f g þ 1

Kpe sin /0
pe

; (11)

where AAkðgAk; nÞ ¼ ½1þ gAkð32 cos2n� 1
2
Þ�:

This is fully specified for computation if we note that

k2 ¼ n2x=c ¼ 2pn2=kx and n2 ¼ aþ ib ¼ 1� dþ ib, and

define n2 cos h2 ¼ cþ if.

Then, since n2
2 cos2 h2 ¼ ðcþ ifÞ2 ¼ n2

2ð1� sin2h2Þ
¼ n2

2 � n2
1 sin2 h1 ¼ ðaþ ibÞ2 � n2

1 sin2 h1,

c ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X2 þ Y2
p

2

s
; f ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�X þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X2 þ Y2
p

2

s
; (12)

where X ¼ a2 � b2 � n2
1 sin2 h1 and Y ¼ 2ab.

In the soft and hard x-ray energy regime, one finds that

b� 1 and a ffi 1, and we can thus make the following

approximation: c ffi
ffiffiffiffi
X
p

and f ffi Y
2
ffiffiffi
X
p ¼ abffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

a2�b2�n2
1

sin2 h1

p .

Since and kr
2 ¼ x

c

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c2 þ n2

1 sin2h1

q
and kr

2 cos h2 ¼ x
c c

ki
2 ¼ x

c f, n1 sin h1 ¼ c tan h2. Therefore, n2
1 sin2 h1

¼ c2tan2h2 ffi ða2 � b2 � n2
1 sin2h1Þ tan2 h2, which becomes

n1sin h1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 � b2

q
sin h2: (13)

Finally,

2 Imðk2 cos h2Þ ¼ 2
x
c

f ¼ 4p
kx

f

¼ 4p
kx

abffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 � b2 � n2

1 sin2 h1

q
ffi 4p

kx

abffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 � b2

p
cos h2

ffi 4p
kx

b
cos h2

: (14)

When sin h1 � a (far away from the total external

reflection region), we can further make the following

approximation:

jtj2 ffi 4

ð1þ aÞ2 þ b2
ffi 1

ð1� d=2Þ2
ffi 1þ d; (15)

Eq. (11) thus becomes

IAk;peðhv; ê;/0
peÞ 	qA

rAk
pe ðh�Þ

4p
AAkðg; nÞ½1� Rð/0

peÞ�

� 1þ d
4p
kx

b
sin /2

þ 1

Kpe sin /0
pe

; (16a)

where 4p
kx

b ¼ 1
Kxe

, with Kxe¼ the x-ray attenuation length due

to absorption in the absence of significant refraction or

reflection at the surface, and /2, as before, is the complement

of the angle of incidence h2 (cf. Fig. 1 and the more general

multilayer geometry of Fig. 2). It is notable here that the in-

tensity variation as a function of photon energy appears to be

very similar to the shape of the inverse b curve around an

absorption edge in the soft x-ray range because the second

term in the denominator of Eq. (16a) remains almost con-

stant while the numerator 1þ d varies almost indiscernibly.

Thus, it is the first term in the denominator, which controls

the variation. This result is also consistent with results from

x-ray diffraction and scattering theory.49
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As h1 increases and thus becomes closer to the total exter-

nal reflection region, sin h1 approaches a and Eq. (11) becomes

IAkðhv; ê;/0
peÞ¼qA

rAk
pe ðh�Þ
4p

AAkðg;nÞ½1�Rð/0
peÞ�

� 4

1þ
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1�2d

/2
1

s !2

1

4p
kx

b
sin /2

þ 1

Kpe sin/0
pe

;

(16b)

where the following approximation can been used:

jtj2 ¼ 4

n2 þ
cos h2

cos h1

����
����
2
ffi 4

n2 þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 � sin2 h1

p
a cos h1

�����
�����
2

ffi 4

n2 þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cos2 h1 � 2d
p

a cos h1

����
����
2

ffi 4

1þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cos2h1 � 2d
p

cos h1

����
����
2
¼ 4

1þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 2d

sin2/1

s�����
�����
2

	 4

1þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 2d

/1
2

s�����
�����
2
;

with additional simplifications of

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 � sin2h1

q
¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ð1� dÞ2 � sin2h1

q
ffi

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cos2 h1 � 2d
p

and 1
/1
2> 2d.

Near an absorption edge in the soft x-ray range, the factor
4

1þ
ffiffiffiffiffiffiffiffi
1�2d

/2
1

q� �2 plays a more critical role than the factor

1
4p
k

b
sin /2
þ 1

Kpe sin /0
pe

in intensity variation as a function of photon energy

when 2d is comparable to /1
2, corresponding to the critical angle.

Thus, d determines the intensity shape. In the total exter-

nal reflection region (/1
2< 2d) n ffi

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin2h1=a2 � 1

q
; jtj2 ffi

2/2
1

d and Im fk2 cos h2g ffi 2p
k

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2d� /2

1

q
. Therefore, in the

region of total external reflection,

IAKðhv; ê; h0
peÞ ¼ qA

rAK
pe ðhvÞ

4p
AAKðgAK; nÞ

� ½1� Rðh0
peÞ�

2/2
1

d

4p
kx

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2d� /2

1

q
þ 1

Kpesinh0
pe

:

(16c)

We note that the variation of the photoemission intensity

is predominantly determined by d in the total external reflec-

tion region since the x-ray penetration depth depends more

on d rather than b, a result that is consistent with well-known

limits in x-ray diffraction and scattering theory.49 Below, we

illustrate the applicability of these limiting approximations

in comparison to experimental data for MnO.

It is convenient to express spectral intensities in terms of re-

flectance R. Reflectance R and transmittance T are defined with

respect to the Poynting vector S and the interface normal n;

R ¼ jn � S
0
1j

jn � S1j
; T ¼ jn � S2j

jn � S1j
: (17)

These can be simply reduced to the following using Eqs. (3):

R ¼ jrj2; T ¼ jn2 cos h2j
jn1 cos h1j

jtj2: (18)

The energy flow is attenuated via the imaginary channel

Imfk2 cos h2g, thus resulting in no energy flow along the

z-direction for the semi-infinite case. Therefore, since the

energy is transferred along the z-axis (or n-direction) via the

real channel Refk2 cos h2g only. Equation (18) should be

modified for our conducting medium as follows:

R ¼ jrj2; T ¼ Refn2 cos h2g
jn1 cos h1j

jtj2: (19)

It can also be readily shown that Rþ T¼ 1 in the presence of

absorption, and Eq. (11) can be rewritten as a function of R
as follows:

IAkðhv; ê;/0
peÞ ¼qA

rAk
pe ðh�Þ

4p
AAkðgAk; nÞ½1� Rð/0

peÞ�

�
ð1� RÞ cos h1

Refn2 cos h2g
4p
kx

Im k2 cos h2f g þ 1

Kpe sin /0
pe

¼qA

rAk
pe ðh�Þ

4p
AAkðgAk; nÞ½1� Rð/0

peÞ�

�
ð1� RÞ cos h1

cos h2

4p
kx

b
sin /2

þ 1

Kpe sin /0
pe

: (20)

Finally, we consider x-ray emission from a semi-infinite

sample, and the x-ray optical effects that influence its inten-

sities. The electric fields of the outgoing wave (emitted photon)

inside and outside a sample can be written as, respectively,

E2xeðr; t; h�xeÞ ¼ E2xeðz ¼ 0�Þeiðk2xe�r�xtÞ; (21a)

E02xeðr; t; h�emÞ ¼ E02xeðz ¼ 0�Þeiðk02xe�r�xtÞ; (21b)

E1xeðr; t; h�emÞ ¼ E1xeðz ¼ 0þÞeiðk1ee�r�xtÞ; (21c)

and according to Snell’s law n2cos/2xe ¼ n1cos/0
1xe, the com-

plex angle /2xe inside the sample (medium 2) can be calculated

from the actual measurement at the take-off angle /0
1xe at which

the external x-ray detector counts the number of emitted photons

within a very narrow solid angle. The Fresnel coefficients are

rs
xe ¼

n2 sin /2xe � n1sin /0
1xe

n1sin /0
1xe þ n2 sin /2xe

;

ts
xe ¼

2n2 sin /2xe

n1 sin /0
1xe þ n2 sin /2xe

ðs-polarizationÞ; (22a)
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rp
xe ¼

n2 sin /0
1xe � n1 sin /2xe

n2 sin /0
1xe þ n1 sin /2xe

;

tp
xe ¼

2n2 sin /2xe

n2 sin /0
1xe þ n1sin /2xe

ðs-polarizationÞ; (22b)

where E02xeðz ¼ 0þÞ ¼ rxeE2xeðz ¼ 0þÞ and E1xeðz ¼ 0�Þ
¼ txeE2xeðz ¼ 0þÞ.

Therefore, the electric field strength of the emitted

x-rays outside the sample, at a position given by rprobe, is

given by

E1xeðrprobe; z; h�xe; h1xeÞ ¼ E1xeðz ¼ 0�Þeiðk1xe�rprobe�xtÞ

¼ txeE2xeðr; h�xeÞeiðk1xe�rprobe�k2xe�rÞ:

The electric field E2xeðr; h�xeÞ represents the intensity

of emitted photons. Indeed the cross section,
drxeðh�;̂eÞ

dX repre-

sents E2xeðr; h�xeÞ, and we will for convenience let

jE2xeðr; h�xeÞj ¼ 1 later on. Since k1xe �rprobe is a real num-

ber, the squared electric field probed with a detector in

vacuum becomes

jE1xeðrprobe; z; h�xe; h1xeÞj2 ¼ jtxej2e�2Imfk2xezsin/2xeg:

The integrated total x-ray emission yield for k-hole decay in

an A-atom can now be written as

IAk;xeðrprobe; h�; ê;/0
1xeÞ

¼
ð1

0

dz
dIAk;xeðrprobe; h�; ê;/0

1xeÞ
dz

¼ qA

drxeðh�; êÞ
dX

ð1
0

dzjtj2jtxej2e�2Imfk2z sin /2g�2 Imfk2xez sin /0
xeg

¼ qA

drAk
xe ðh�Þ
dX

jtj2jtxej2

2 Imfk2 sin h2x þ k2xe sin /2xeg

¼ qA

drxeðh�; êÞ
dX

ð1� RxÞð1� RxeÞ cos h1x

cos h2x

sin U2xe

sin /0
1xe

4p
1

kx

bx

sin /2x

þ 1

kxe

bxe

sin U2xe

� � ; (23)

where cxe and fxe are defined from n2 cos /2xe ¼ cxe þ ifxe.

B. A multilayer sample

Figure 2 shows the schematic configuration of a generic

multilayer with interdiffusion between its constituent layers.

In general, as discussed previously by Windt50 and following

a method developed earlier by Parratt,42 the electric field in

the ith individual layer that is adjacent to a jth individual

layer can be written as

EiðziÞ ¼
1

tij
e�iviðziÞEjð0Þ þ

rij

tij
e�iviðziÞEj

0ð0Þ; (24a)

E0iðziÞ ¼
rij

tij
eiviðziÞEjð0Þ þ

1

tij
eiviðziÞE0jð0Þ; (24b)

where EiðziÞ and E0iðziÞ are incoming (increasing z) and out-

going (decreasing z) fields at a distance zi above the interface

between i and j layers, respectively, and viðziÞ ¼
2pzini cos hi=k: Also, Eþj ð0Þ and E�j ð0Þ are the field ampli-

tudes at the top of the jth layer, and the Fresnel coefficients

in case of p-polarization are given by

rP
ij ¼
jE0ij
jEij
¼ ni cos hj � nj cos hi

ni cos hj þ nj cos hi
;

tP
ij ¼
jEjj
jEij
¼ 2ni cos hi

ni cos hj þ nj cos hi
:

(25)

The net reflection (ri) and transmission (ti) of the ith
layer are given by

ri ¼
rij þ rje

2ivi

1þ rijrje2ivi
; ti ¼

tijtje
2ivi

1þ rijrje2ivi
: (26)

The total reflectance R and transmittance T, which measure

the fraction of energy that is reflected at and transmitted

through the entire multilayer sample, are then

R ¼ jrj2; T ¼ Re
ns cos hs

nv cos hv

� 	
jtj2; (27)

where subscripts s and v stand for substrate and vacuum,

respectively. Absorptance A, which measures the amount of

energy absorbed by the multilayer sample, is defined as

A ¼ 1� R� T. We use a recursive algorithm to compute the

field amplitudes throughout the stack, starting at the bottom-

most layer (i¼N, j¼ s) with the field amplitudes in the sub-

strate given by jEsð0Þj ¼ 1 and jE0sð0Þj ¼ 0. The net total

reflection and transmission coefficients of the film can then

be computed from the field amplitudes in vacuum

r ¼ E0vð0Þ
Evð0Þ

; t ¼ 1

Evð0Þ
: (28)

Once the transmission coefficient is computed from Eq. (28),

the field amplitudes can be rescaled using EðzÞ ! tEðzÞ. The

squared electric field strength in the ith layer is finally

obtained from

IiðzÞ ¼ jEiðzÞ þ Ei
0ðzÞj2 ¼

jEiðzÞ þ Ei
0ðzÞj2 ðs-polarizationÞ

j½EiðzÞ � Ei
0ðzÞ�cos hij2 þ j½EiðzÞ þ Ei

0ðzÞ�sin hij2 ðp-polarizationÞ

" #
: (29)
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To deal with more realistic multilayers, we also need to

take into account interfacial roughness and/or interdiffusion

by replacing abrupt interfaces by gradually varying layers

with thickness 2ri. We model such non-ideal interfaces in

our calculations using linear, elliptical, half-Gaussian, and

half-Lorentzian functions. This is done by breaking the inter-

face into several interfaces, and calculating refraction and

reflection at each interface. The reduction of reflection and

refraction caused by the interdiffusion at the interfaces are

also taken into account.29

Proceeding by complete analogy from the semi-infinite

layer, the differential photoemission intensity originating

from k-atom orbital of A-atom at depth z in the ith layer is

given by

dIi
Ak;peðz; h�; êÞ

dz
¼ qi

A

rAk
pe ðh�Þ
4p

Aðg; niÞIiðz; h�; êÞ½1� Rð/i
peÞ�

� exp �
z�

Xi�1

l¼1

dl

KiAk
pe sin /i

pe

0
BBBB@

1
CCCCA

�
Yi�1

q¼1

exp � dq

KqAk
pe sin /q

pe

 !
; ð30Þ

where the multiplication of exponential factors in the above

equation implies that a photoelectron created in the ith layer

experiences different attenuation in each layer until it

reaches the surface. Finally, we obtain the total spectral in-

tensity from the k subshell of atom A

IAk;peðh�Þ ¼
X

i2FðAkÞ

ðRi
l¼1dl

Ri�1
k¼1dk

dz
dIi

Akðz; h�; êÞ
dz

¼
rAk

pe ðh�Þ
4p

X
i2FðAkÞ

qi
AAðg; niÞ

�
Yi�1

q¼1

exp � dq

KqAk
pe sin /q

pe

 !

�
ðRi

l¼1dl

Ri�1
k¼1dk

dzIiðz; h�; êÞ½1� Rð/i
peÞ�

� exp �
z�

Xi�1

l¼1

dl

KiAk
pe sin /i

pe

0
BBBB@

1
CCCCA; (31)

where FðAkÞ signifies the set of layers in the multilayer

that contains A atoms, which can emit electrons from sub-

shell k.
Similar to photoelectron emission, the differential inten-

sity for x-ray emission due to a k-subshell decay in atom A
from depth z will be given by

dIi
Ak;xeðz; h�; êÞ

dz
¼ qi

A

drAk
xe ðh�; êÞ

dX
Iiðz; h�; êÞIxe

i ðz; h�xe; ê;/
i
xeÞ;

(32)

where Ixe
i ðz; h�xe;/

i
xeÞ ¼ jExe�

vacuumðz; h�xe;/
i
xeÞj

2
can be calcu-

lated by taking into account that the emitted x-ray in the ith
layer is illuminated from below. Since the emitted photons

undergo self-absorption in each layer and reflection/refrac-

tion at each interface, the calculation becomes more compli-

cated than photoelectron emission.

Therefore, the total yield of XES can be obtained as

follows:

Ixeðh�Þ ¼
X

i2FðAkÞ

ðRi
l¼1dl

Ri�1
k¼1dk

dz
dIi

Ak;xeðz; h�Þ
dz

¼ drAk
xe ðh�Þ
dX

X
i2FðAkÞ

qi
A

ðRi
l¼1dl

Ri�1
k¼1dk

dzIiðz; h�; êÞ

� Ixe
i ðz; h�em; ê;/

i
xeÞ: (33)

C. Standing-wave effects

Finally, we comment on the way in which standing-

wave effects will affect various emission intensities. Fig. 1

illustrates the basic interference, which results in any situa-

tion in which the specular reflectivity R is> 0. A standing

wave with wavefronts parallel to the reflecting surface is cre-

ated, and simple geometric considerations indicate that the

period of the square of the electric field that is responsible

for exciting electron or x-ray emission will be given by

kSWðjE2jÞ ¼ kx=2 sin /inc: (34)

As indicated in Fig. 2, electron or x-ray emission from a

given point in the standing wave will thus be modulated in

depth, as discussed more quantitatively below.

It is also important to note that what is of interest here is

the total wave field intensity inside a sample that may consist

of multiple layers, or layers grown on a suitable multilayer

mirror, although we have here simplified the argument to

consider the region in vacuum above a reflecting surface or

multilayer. Thus, the detailed x-ray optical effects inside the

sample, however defined, must in general be modeled, as dis-

cussed in the preceding paragraphs and further below. All of

the calculations shown here will include all of these effects

via the YXRO program. If such standing waves are produced

by Bragg reflection from crystal planes or from a multilayer

mirror, then the condition for strong reflection is

pkx ¼ 2d sin /B; (35)

where p¼ 1,2,3,… and d is the spacing of the planes or the

multilayer period. This implies via Eq. (34) that the period

of the standing wave created equals the interplanar spacing

or the multilayer period, although refraction and reflection in

the multilayer may cause slight variations from this form

inside a multilayer sample. Varying either the angle around
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the Bragg condition for a given photon energy or the photon

energy around the Bragg condition for a given angle changes

the phase of the standing wave by about p, perpendicular to

the reflecting planes. We will illustrate the utility of these

properties of standing waves for depth-resolved emission

experiments below.

In addition, we note that additional reflections in a given

multilayer structure of total thickness D can give rise to fur-

ther standing-wave effects that are often termed Kiessig

fringes29 or Fresnel fringes, with a similar equation describ-

ing the maxima in reflectivity associated with these fringes

qkx ¼ 2D sin /K ; (36)

where q is the (usually unknown) order of the diffraction and

/K is the incidence angle at which a maximum occurs. A use-

ful approximate relationship for data interpretation is to note

that, if the angle /K is less than about 20�, sin/K can be

replaced by /K, and a simple derivation then shows that the

angular spacing between two adjacent fringes D/K is given by

D/Kð�Þ ¼
kx

2D
¼ 3:552� 105

h�ðeVÞDðÅÞ
; (37)

which can be used to check experimental data for self-

consistency with the often-known structure of the multilayer.

Finally, we note that in case of either Bragg reflection or

the Kiessig fringes, the fact that the standing-wave modula-

tion of j~Ej2that is responsible for electron or x-ray emission

is the result of interference between the incident and

reflected fields, implies that its intensity will (in vacuum)

range over maximum limits set by 1þ R62
ffiffiffi
R
p

. Thus, even

a modest reflectivity at the Bragg condition of 0.01 will yield

an overall SW modulation of 20% via the last term in this

expression. In total reflection, the modulation of the SW will

go from 0 to 4 times the incident intensity, or a total change

of 4 times the incident intensity. This relationship is more

complex inside of a multilayer sample, but nonetheless is

semi-quantitatively valid as a predictor of the fractional

effects to be seen in SW spectroscopies.

III. RESULTS FOR EXAMPLE SYSTEMS AND
DISCUSSION

All of the above formalism has been incorporated into

the program YXRO, which has been tested in numerous

studies against both programs predicting multilayer reflectiv-

ities50,51 as well as experimental data from several standing-

wave experimental studies.18,20–32

A. Semi-infinite sample, non-resonant excitation

As a first case, we consider the simple case of photoelec-

tron emission from a semi-infinite substrate with non-

resonant excitation, and focus on what occurs as the inci-

dence angle /1 in Fig. 1 goes below the critical angle and

into the total reflection condition. The optical constants can

in this case be taken directly from a standard tabulation of

the Berkeley Center for X-Ray Optics,51 and the electron

inelastic mean free path from semi-empirical calculations

based on optical constants.48 We choose here to perform the

same calculation as Henke9 for Au 4f7/2 excited from Au by

Al Ka radiation to yield a kinetic energy of 1402 eV and to

compare our results to his experimental data. A comparison

of calculations based on the YXRO program and Henke’s

experimental data is shown in Fig. 3 for two choices of

dielectric constants at this photon energy: those from the

standard tabulation (d¼ 1.00� 10�3 and b¼ 2.89� 10�4),

and values derived by Henke by empirically fitting the

behavior of the Au 4f7/2 intensity with angle (d¼ 6.70

� 10�4 and b¼ 2.30� 10�4). Both calculations agree well

with the experimental data, although the empirically adjusted

dielectric constants of course fit better. The undershot of

theory at low angles may have to do with the angular spread

in the x-ray source, which was about 0.45�.
This kind of enhancement of photoelectron intensity for

incidence angles below the critical angle is thus expected to

be a general phenomenon. Another important aspect of this

comparison to experiment is the essentially constant nature

of the intensity for larger angles of incidence, which is

directly linked to the fact that the x-ray source in this case

illuminates a wide area of the sample as seen by the electron

spectrometer, a typical situation with a laboratory x-ray

source. If, on the other hand, the beam is focused such that,

for approximately normal electron emission, it does not fill

the area of the sample seen by the spectrometer (a typical sit-

uation in synchrotron radiation experiments), then the inten-

sity falls rapidly as the incidence angle is increased above

the critical angle, due to a simple geometric effect.52 The

YXRO program permits calculations in both situations as

user-selected options.

B. Semi-infinite sample, resonant excitation

We now consider a more complex case of a semi-

infinite sample for which the photon energy is scanned

through a strong core-level absorption resonance. MnO has

FIG. 3. Experimental data for Au 4f emission from Au at a photon energy of

1486.7 eV, as a function of incidence angle on going into total reflection

from Ref. 9, are compared to calculations using the methodology and

YXRO program described here. Two different sets of optical constants have

been used: those from the CXRO database51 and those determined in Ref. 9

so as to fit experiment.
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been chosen to simulate x-ray optical effects in both photo-

emission and x-ray emission spectra for this case, because

Mn has strong 2p3/2 and 2p1/2 (L2,3) absorption edges in the

soft x-ray region at �640 eV. Moreover, the binding energy

of the O 1s orbital (�532 eV) is significantly lower than the

Mn 2p edges, thus making it easy for us to investigate the

variation of O 1s as a function of incidence angle and photon

energy near the Mn 2p edges. This system has been studied

in detail previously with reference to what has been termed

multi-atom resonant photoemission (MARPE).53 Fig. 4(a)

shows the optical constants of MnO around Mn L2,3 edges,

which have been obtained from a Mn L edge absorption

spectrum that yields b and then using Kramers-Kronig analy-

sis to derive d. The details of obtaining the optical constants

from the absorption spectra are described elsewhere.54 As

mentioned in the previous chapter, when d > 0, we have a fi-

nite positive critical angle and a total external reflection

region exists for non-zero incidence angles, whereas when

d < 0, there is no such total external reflection region in the

limits of jdj; b� 1. Therefore, total reflection for non-zero

incidence is impossible at photon energies below

h�� 636 eV and around 646 eV from (Fig. 4(a)), which can

also be confirmed from the reflectivity calculation shown in

Fig. 4(b): in particular, the energy ranges that have finite crit-

ical angles, i.e., total reflection regions, exhibit enhanced

reflectivity when /1< 5� in contrast with the other energy

ranges.

Figs. 4(c) and 4(d) plot x-ray attenuation lengths (Kx)

and penetration depths inside MnO at the photon energy cor-

responding to the Mn L3 edge resonance (h�¼ 636.4 eV) and

off-resonance (at h�¼ 611 eV) that are calculated from

Eqs. (8) and (15). X-ray attenuation lengths are seen to

strongly depend on photon energy near the resonance region;

Kx is �3300 Å off resonance and only 127 Å on resonance

when /1 is close to 90� whereas Kx is �130 Å off resonance

and only 15 Å on resonance when /1 is near 0�. In addition,

Kx off-resonance is larger than Kx on-resonance by an order

of magnitude or more for all /1 values.

Figs. 5(a) and 5(c) show the electric field strengths (|E|2)

and O 1 s photoelectron intensity as a function of depth and

incidence angle for h�¼ 611 eV off-resonance, with similar

plots for h�¼ 636.4 eV on-resonance in Figs. 5(b) and 5(d).

On-resonance, the reflectivity becomes more significant at

low incidence angles (/1< 10�) than it does for off-

resonance, thus resulting in enhanced standing-wave modu-

lation in the electric field above the surface |Evacuum(z)|2. A

cut through these contours at constant incidence angle would

reveal a SW whose period is given by Eq. (34), and the vari-

ation of the period with incidence angle is clear in Figs. 5(a)

and 5(b). The approach of jEj2 above the surface to its maxi-

mum value of 4 at total reflection for the on-resonance

results is also seen in Figs. 5(a) and 5(b). In contrast, the

electric field below the surface, jEMnO(z)j2, as the resonance

is approached is much smaller compared to that off the

FIG. 4. X-ray optical simulations related to the O 1s photoelectron intensity from MnO as photon energy scans through the Mn 2p edges: (a) optical constants

in the index of refraction n¼ 1� dþ ib across the Mn 2p edge, (b) a 3D representation of calculated reflectivity vs. incidence photon angle and energy, (c) cal-

culated x-ray penetration depth vs. photon incidence angle: red solid curve (off resonance, h�¼ 611 eV) and blue solid curve (on resonance, h�¼ 636.4 eV),

and (d) a 3D representation of the x-ray penetration vs. incidence photon angle and energy.
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resonance. It is important to realize that the photoemission

intensity strongly depends on both the electron inelastic

mean-free path and the x-ray penetration depth for regions

close to total reflection. With increasing /1, the reflectivity

is negligibly small (very little modulation of jEvacuum(z)j2
and b begins to affect the x-ray penetration depth). However,

jEMnO(z¼ 0)j2 makes a great difference in the behavior of

photoemission intensity for small /1 (< 20� 30�), where d
plays a key role, by contrast with the behavior for relatively

larger /1 (>30�), where the x-ray penetration depth, via b is

important.

Fig. 5(e) finally shows the PES intensity variation of O

1s as functions of hv and /1. A normal take-off angle

(/pe¼ 90�) and p-polarized incident radiation have been

used for the calculations, as shown in the inset. For this ge-

ometry, normal photon incidence angle (/1¼ 90�) must

yield zero photoemission intensity from the O 1s core level,

due to the fact that its asymmetry parameter is 2.0 (see,

A(g,n) in Eq. (11)). Maximum O 1s PES intensity occurs at

/1� 12� since A(g,n) decreases with increasing /1, while x-

ray attenuation becomes weaker. The form of these curves

for a given incidence angle has been verified for both MnO54

as well as NiO,14 in prior studies, where x-ray optical calcu-

lations are compared directly to experimental data.

In the region far away from the total reflection (/1 

the critical angle), the shape of the O 1 s intensity as a

function of h� is similar to that of the inverted b curve, as

discussed in the previous chapter (region I: Eq. (16a)). As

/1 decreases but still sits outside of the total reflection

region, the curve shape becomes a more complex intermix-

ing of the values of d and inverted b (region II: Eq. (16b)).

When the incidence angle is in the total reflection region

FIG. 5. Calculated p-polarized x-ray

electric field strength |E|2 ((a) and (b))

and depth-resolved O 1s photoelectron

intensity profiles ((c) and (d)) as a func-

tion of depth for MnO for energies on

and off the Mn 2p3/2 edge as a function

of incidence photon angle: (a) and (c)

off-resonance, (b) and (d) on-resonance,

(e) a 3D representation of O 1s intensity

vs. incidence photon angle and energy at

a 90� take-off angle, and (f) a direct

comparison of experiment and theory for

O 1 s emission from MnO based on data

from Ref. 54.
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(region III: Eq. (16c)), the attenuation term becomes

almost constant and the shape of I(h�) is largely deter-

mined by d.
Fig. 6 shows the calculated O Ka XES intensity in MnO

as a function of /1 on- and off-resonance near the Mn 2p
edge. Here (a), (b), and (c) are calculated using a constant

“in-between angle” (/in-btwn¼ 90�) measured between the

incident photon and emitting photon beams, while a normal

take-off angle (/xe¼ 90�) is used in (d). As expected, at the

off-resonance energies, the probing depth for XES is signifi-

cantly higher compared to that of PES (see, Figs. 5(c) and

6(a)). At /1¼ 25�, the probing depth is about 800 Å, whereas

that for PES is �8 Å. In contrast, on the resonance, the prob-

ing depth for XES and PES decreases down to about 80 Å

and 5 Å, respectively (Figs. 5(d) and 6(b)). As a result, XES

is significantly more sensitive to the variations in optical pa-

rameters than PES, since the penetration depth for the excita-

tion photons is comparable with that of the emitted photons.

O Ka XES total intensity variation is further plotted in Figs.

6(c) and 6(d) as functions of incidence photon angle and

photon energy around the Mn 2p edge. The overall shapes

are similar to that of the inverted b curve for 5�</1< 85�

and /in-btwn¼ 90� (Fig. 6(c)), and for 5�</1 and normal

take-off angle /xe¼ 90� (Fig. 6(d)), resulting from the fact

that the behavior of XES intensity is mostly governed by the

x-ray penetration depth. In the other region of incidence

angles (5�>/1 or /1> 85� and /in-btwn¼ 90�; /1< 5� and

normal take-off angle /xe¼ 90�), the XES intensity is heav-

ily perturbed by total reflection of incoming photons or emit-

ted photons at the surface. Since conventional XES

spectrometers usually use the constant /in-btwn scheme, the

Fig. 6(c) calculation represents the geometry most directly

related to the analysis of experimental data.

It should also be noted that the emitted photon may

undergo substantial attenuation inside the material depend-

ing on its energy—self-absorption. For example, O Ka may

have enough energy to excite electrons into unoccupied O

2p-derived states in MnO. This also is allowed for in the for-

malism we have outlined above.

C. A multilayer sample as a standing-wave generator

We now discuss x-ray optical effects in a synthetic mul-

tilayer, or “superlattice” structure, which acts as a soft x-ray

standing-wave generator. The more conventional hard x-ray

standing-wave technique involving Bragg reflection from

crystal planes has been used extensively in studies of atomic

structure at the Å scale, in both bulk crystals and near surfa-

ces.15,16 However, beginning with work by Kim and Kort-

right19 and by Yang et al.,18,20 it has been shown that the

standing-wave method can be extended into the soft x-ray re-

gime (�0.5–1.5 keV) and it has subsequently been combined

with high-resolution x-ray photoelectron spectroscopy to de-

velop a non-destructive and element specific depth-resolved

spectroscopic tool.18,20–32 This new soft x-ray technique has

several significant advantages: for soft x-rays, the photoelec-

tric cross sections are significantly larger than those in the

hard x-ray regime, and the standing wave can be scanned

through the layers, thus highlighting/de-highlighting a cer-

tain depth of a layer by either varying the photon incidence

angle around the Bragg angle or varying the incidence angle

around the Bragg condition, as noted earlier. Beyond this, by

making one of the layers in the sample structure in a wedge

profile, it is possible to minimize the number of free parame-

ters to fit, by exploiting the nearly perfect “phase pinning” of

the standing waves with respect to the standing-wave

FIG. 6. O Ka x-ray emission intensity

depth profiles for MnO across the Mn 2p
edges as a function of incidence photon

angle: (a) off-resonance and (b) on-

resonance. O Ka intensity plot vs. inci-

dence photon angle and energy (c) for a

90� angle between x-ray incidence and

exit and (d) for a 90� x-ray exit angle

(normal to the surface).
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generator. In this manner, the standing wave can be scanned

through the sample in the direction perpendicular to the sam-

ple plane, thus providing additional depth-selectivity to the

normal SW experiment. This has been termed the

“SWEDGE” method.

To generate high contrast standing waves, a significant

difference in optical constants between the two components

of the bilayers making up the multilayer mirror is neces-

sary. These optical constants are directly related to the

scattering form factor, which defines the interaction

between the incident photon and target atom. The scatter-

ing form factor is furthermore proportional to the atomic

number of the target atom.46 Therefore, a higher atomic

number contrast between the two components leads in

general to a higher-modulated standing wave, as is for

example, the case with the B4C/W or Si/Mo pairs that are

often used for multilayer x-ray mirrors. The conditions for

Bragg reflection and the nature of the standing wave gener-

ated have been introduced previously (see, e.g., Eqs. (34)

and (35)).

FIG. 7. X-ray optical calculations for a mul-

tilayer standing wave generator [20 Å B4C/

20 Å W]40 exposed to p-polarized light: (a)

Reflectivity vs. incidence photon angle and

energy. The dashed vertical line represents

Bragg angle /B¼ 10.9� corresponding to a

reference energy of h�¼ 850 eV. (b) The

depth profile of electric field strength normal-

ized to an incident wave of unity as

a function of incidence photon angle for

h�¼ 850 eV. The horizontal line represents

the Bragg angle of /B¼ 10.9�. Depth-

integrated photoelectron intensities for (c) B

1s and (d) W 4f vs. incidence photon angle

and energy at a 90� take-off angle (normal to

the surface). Depth-resolved photoelectron

intensities as a function of incident x-ray

angle with 850 eV excitation for (e) B 1s and

(f) W 4f. (g) Depth-integrated x-ray emission

intensity for B Ka vs. incidence photon angle

and energy with a 90� in-between angle. Ver-

tical line represents Bragg angle /B¼ 10.9�

corresponding to h�¼ 850 eV. (h) Depth-

resolved B Ka x-ray emission as a function

of incidence photon angle.
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We will focus on the first-order Bragg angle at which

more than 10% reflectivity can be readily achieved in the

soft x-ray region with a typical B4C/W multilayer having

40–60 bilayer periods, a 20–60 Å bilayer thickness, and a

small but reasonable interdiffusion at the interfaces of

r< 5 Å. As a specific example, Fig. 7(a) plots the reflectivity

for a multilayer of form [20 Å B4C/20 Å W]40, grown on an

oxidized substrate of 2500 Å SiO2/Si as functions of photon

energy over a range of 750 to 950 eV and incidence angle

from 0� to 15� that spans the first-order Bragg angle of the

multilayer at about 11�. Of course, for all energies, the

reflectivity goes to 1 for zero incidence angle. As the photon

energy decreases, Bragg reflectivity and electric field con-

trast decrease and the Bragg angle shifts to higher values as

seen in Fig. 7(a). It should be noted that the high reflectivity

in the total reflection regime near zero incidence angle does

not give rise to a large standing-wave modulation of the elec-

tric field in the multilayer, but only in vacuum because the

origin of high reflectivity at the Bragg angle is fundamentally

different from that of total reflection at grazing incidence.

Fig. 7(b) shows a plot of the electric field intensity mod-

ulation as functions of the depth and incidence angle for a

photon energy of 850 eV and the same multilayer as in 7(a).

The calculated electric field intensities are all normalized to

the incident beam intensity. Deviating by 1� from the Bragg

angle (/B¼ 10.9�) gives rise to a dramatic reduction in the

standing-wave electric field intensity. Values of reflectivity

at the Bragg angle /B (23%), /¼ 9.9� (1.6%) and /¼ 11.9�

(0.97%) correspond to minimum-maximum electric field

modulations of 0.271� 2.189 or 1.918 relative to the inci-

dent intensity for /B, 0.763� 1.269 or 0.506 for /¼ 9.9�

and 0.812� 1.2067 or 0.395 for /¼ 11.9� in vacuum. The

relative numbers quoted here are furthermore very close to

those given by 6�R, as discussed in the text following

Eq. (37). The depth dependence shown here implies that the

modulation of the electric field strength at the Bragg angle is

strong enough to highlight a specific buried region, which is

located as deep as 20� 30 Å below the surface for photoem-

ission (with the limit being set by the IMFP for photoelec-

trons), and up to over 1000 Å for x-ray emission (with the

limit set by the penetration depth of the x-rays). Figs. 7(c),

7(d), and 7(g) further plot the total photoemission (B 1s and

W 4f) and total x-ray emission (B Ka) intensity variation as

functions of photon energy and incidence angle, where

normal take-off angle and constant in-between angle of 90�

have been used for photoelectron and x-ray emission, respec-

tively. In the region between /¼ 0� � 4�, the spectral inten-

sities increase exponentially with the increasing incidence

angle because this region corresponds to total reflection

where Kpe is comparable with the x-ray penetration depth

that increases dramatically with increasing /. When the inci-

dence angle increases beyond the total reflection region, the

PES intensities gradually decrease due to the interaction fac-

tor A(g,n), while XES intensities continue to increase until

/� 85�. As for /> 85�, the emitting photon is in the inter-

nal total reflection region (strong self-absorption) and the

XES intensity sharply decreases with increasing / (see

Fig. 6(c)). Figs. 7(c), 7(d), and 7(g) show the pronounced

PES and XES intensity variations, respectively, as one scans

/ through the Bragg angle: a rocking curve scan. The depth

profiles of emitted intensity corresponding to these two rock-

ing curves are further plotted in Figs. 7(e), 7(f) (PES), and

7(h) (XES). It is clearly seen that the XES intensity profile is

more closely connected with the electric field strength modu-

lation than that of PES due to the greater attenuation lengths

of x-rays, so that XES can probe deeper-buried layers or

interfaces.

We also note that, in Figs. 7(a), 7(c), 7(d), and 7(g), the

small oscillations along the maxima curves are due to Kies-

sig fringes, as described via Eq. (36) and (37), and discussed

further below.

As a final comment, Fig. 7(b) further demonstrates that

the maximum of the electric field intensity in such a

standing-wave scan shifts by very close to one half of the

period of the bilayer in the mirror in going from angles below

the Bragg angle to angles above the Bragg angle. The same is

found to be true if we sit at a fixed angle and scan photon

energy through the Bragg condition for the multilayer. Thus,

the region enhanced by the standing-wave maximum shifts in

vertical position by one half of the bilayer period in doing

either a rocking curve or a photon energy scan.

D. A multilayer mirror with wedge profile sample

We now turn to the situation of a multilayer substrate

with a wedge-profile sample on top, as appropriate to the

SWEDGE method mentioned above. We consider a sample

consisting of 15 Å of Fe on top of a Cr wedge varying from

35 to 135 Å in thickness, in turn grown on top of the same

B4C/W mirror as considered for the results in Fig. 8. For a

photon energy of 850 eV, Figs. 8(a)–8(d) plot (a) reflectivity

as a function of the x-ray spot position along the Cr thickness

and incidence angle, and, at an incidence angle of /B¼ 10.9�,
(b) the depth-resolved electric field strength as a function of

Cr thickness, and (c) and (d) the photoemission intensity

from Fe 2p and Cr 2p, respectively. Not only do the maxi-

mum values of reflectivity (Rmax) for /> 9� change by less

than 10% as the Cr thickness is scanned, but the position of

the maximum is effectively pinned at the angle associated

with the first order Bragg condition of /B¼ 10.9�. Fig. 8(b)

further shows that there is very little change in phase and

amplitude of the SW as the Cr thickness is varied. Since the

incidence angle and the bilayer period determine the standing

wave period (see, Eq. (34)), the constant Rmax position further

indicates that the standing wave phase is pinned, thus ena-

bling depth-resolved characterization of buried layers or

interfaces. This phase pinning is valid only when the x-ray

penetration length is longer than the total thickness of

standing-wave generating multilayer and the Bragg angle is

outside of the total reflection region. The “SWEDGE” tech-

nique using this phase pinning has a couple of significant

advantages for depth-resolved SW studies: (a) no scan of

energy or angle is necessary to have the standing wave scan

vertically through the layers, (b) the SW modulation ampli-

tude varies significantly less than those for the energy or

angle scan, (c) a wedge scan can involve several periods of

the SW passing through the sample, thus effectively enlarg-

ing the dataset and yielding very nearly sinusoidal variations
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that can be more quantitatively analyzed for depth profile in-

formation. These advantages effectively reduce the number

of fitting parameters and enable significantly more reliable

depth-resolved characterization with higher spatial resolution

than is possible with either angle scans (rocking curves) or

photon energy scans. The depth-resolved plots of Fe 2p and

Cr 2p intensity variation vs. Cr thickness shown in Figs. 8(c)

and 8(d) indicate that the interface between Fe and Cr will be

emphasized at dCr 	 72 Å and 112 Å where Cr 2p intensities

form local maxima, while it will be de-emphasized at dCr 	
52 Å, 92 Å, and 132 Å where Cr 2p intensities form local

minima. It should be noted that Fe 2p photoemission intensity

does not have a minimum (maximum) at the positions where

the interface between Fe and Cr is emphasized (de-empha-

sized) because the thickness of the Fe layer is 15 Å. That is,

Fe 2p intensity maxima (minima) occur with about a 15 Å

phase delay with respect to the Cr 2p minima (maxima), at

dCr 	 57 Å and 97 Å. Depth-integrated Fe and Cr 2p total

photoemission intensity plots as functions of Cr thickness and

incidence angle are displayed in Figs. 8(e) and 8(f). It is

obvious that the intensity modulations reach their maxima at

the Bragg angle and that Fe 2p maxima (or minima) do not

coincide with the Cr 2p minima (or maxima), but that that

maxima are displaced by very nearly 15 Å from one another,

consistent with the Fe and Cr layers being displaced vertically

with respect to one another.

Analyzing experimental Fe 2p and Cr 2p photoemission

data from this sample via a trial-and-error use of the YXRO

program21 has in fact permitted deriving the detailed atomic

concentration profiles through the Fe/Cr interface, with the

final results of this study being summarized on the left side

of Fig. 9.

Depth-resolved x-ray emission spectroscopy using the

SWEDGE method can also provide complementary informa-

tion on buried layers/interfaces due to the longer x-ray

attenuation lengths of the emitted x-rays as compared to pho-

toelectrons. Fig. 10 plots the calculated Fe La ((a) and (c))

and Cr La ((b) and (d)) depth profiles and integrated x-ray

intensities for the same sample and multilayer mirror. Com-

pared to the photoemission case, the Fe La modulations of

FIG. 8. Calculations for a wedge-profile

sample on top of a multilayer mirror

consisting of 15 Å Fe/a 35� 135 Å Cr-

wedge/a multilayer of form [20 Å B4C/

20 Å W]40: (a) 3D contour plot of reflec-

tivity vs. incidence photon angle and Cr

thicknesses. Note that the reflectivity

peak at Bragg angle /B¼ 10.9� oscil-

lates as a function of dCr thus exhibiting

local maxima at dCr� 65, 105, and

145 Å, and local minima dCr� 45, 85,

and 125 Å. These correspond to

dFeþ dCr¼ 80, 120, and 160 Å (nksw) for

local maxima, and 60, 100, and 140 Å

nþ 1
2


 �
ksw


 �
for local minima, which

implies that the constructive interference

happens and the amplitude of standing

wave becomes stronger when the thick-

ness of Fe/Cr overlayer is the multiple of

standing wave period while vice versa

when the Fe/Cr layer is half periods

thick. Vertical line represents Bragg

angle /B¼ 10.9� again corresponding to

h�¼ 850 eV. (b) Depth profile of electric

field strength depth as a function of Cr

thickness. Note the nearly constant posi-

tion of the SW maximum in depth rela-

tive to the multilayer, an indication of

the phase pinning. (c) Fe 2p and (d) Cr

2p photoelectron intensity profiles as a

function of Cr thicknesses, and (e) and

(f) their integrated intensity 3D contour

plot vs. incidence photon angle and Cr

thicknesses.
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Figs. 10(a) and 10(c) are comparable to those of Fe 2p photo-

emission (Figs. 8(c) and 8(e)), while and analogous compari-

son for Cr La (Fig. 10(d)) yields significantly smaller

modulations than those of Cr 2p (Fig. 8(f)). This is because

the x-ray attenuation length (� 190 Å for the Cr La emission

line in Cr) is significantly larger that the photoelectron

IMFP, and thus Cr La effectively samples several SW peri-

ods, thus reducing the SW modulations. More quantitatively,

Fig. 10(b) shows that Cr La total intensity samples at least

three periods of the SW strongly. Also, since increasing dCr

leads to an increased Cr sampling depth, the integrated Cr La
intensity is expected to increase with increasing dCr. Excel-

lent agreement between calculations of this type and experi-

ment is in fact reported in Ref. 26, to which the reader is

referred for more details.

Beyond determining concentration profiles, element-

specific magnetization of each species can be determined by

combining the SWEDGE method and magnetic circular

dichroism (MCD) in photoemission or x-ray emission. The

normalized MCD intensity is determined from the formula

IMCD ¼
ILCP � IRCP

½ILCPþIRCP�=2
; (38)

where ILCP and IRCP are photoemission/x-ray emission inten-

sities excited by left-and right-circularly polarized radiation

(LCP and RCP), respectively, and they can be written as

ILCPð/inc; dCrÞ ¼C

ð
½1þ lLCPðzÞ�j~Eð/inc; z; dCrÞj2

� e�z=K sin /qðzÞ drx

dX
dz (39a)

IRCPð/inc; dCrÞ ¼C

ð
½1þ lRCPðzÞ�j~Eð/inc; z; dCrÞj2

� e�z=K sin /qðzÞ drx

dX
dz; (39b)

FIG. 9. Schematic diagram of a Fe/Cr layer with

interdiffused region and magnetic moment distribu-

tion profile in a sample with configuration 15 Å Fe/

35� 135 Å Cr-wedge/[20 Å B4C/20 Å W]40. The

parameters here were derived from experimental

SWEDGE measurements, as described in Ref. 21.

FIG. 10. Calculations for a wedge-

profile sample on top of a multilayer

mirror consisting of 15 Å Fe/ 35� 135 Å

Cr-wedge/[20 Å B4C/20 Å W]40: (a) Fe

La and (b) Cr La x-ray emission intensity

profiles as a function of Cr thicknesses,

and (c) and (d) their integrated intensity

vs. incidence photon angle and Cr thick-

nesses. The standing-wave modulation is

much reduced for Cr in (d) due to the

greater emission depth of Cr La and the

greater thickness of the wedge compared

to the period of the SW.
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where C is a constant, lLCPðzÞ and lRCPðzÞ are the depth de-

pendent contributions of a given atomic type to the magnetic

dichroism, j~Eð/inc; z; dCrÞj2 is the electric field intensity of

the SW for a given incidence angle /inc, at a given depth z
and at a given Cr thickness dCr, K is an attenuation length

(KpeðxeÞ in earlier equations), and / is an internal emission

angle (/0
peðxeÞin prior equations) of emitted photoelectrons or

x-ray photons, depending on whether we are considering

photoemission or x-ray emission. To a good approximation,

lLCPðzÞ and lRCPðzÞ can also be related to one another via a

proportion of the form lLCPðzÞ � lRCPðzÞ ¼ jmðzÞ, where j
is a constant and mðzÞ is the depth-dependent magnetization

(magnetic moment) per atom due to a specific atomic type,

e.g., Fe and Cr here. Now, Eq. (38) becomes

IMCDð/inc; dCrÞ ¼
2

ð
½lLCPðzÞ � lRCPðzÞ�j~Eð/inc; z; dCrÞj2e�z=K sin /qðzÞ drx

dX
dzð

½2þ lLCPðzÞ þ lRCPðzÞ�j~Eð/inc; z; dCrÞj2e�z=K sin /qðzÞ drx

dX
dz

ffi

ð
½lLCPðzÞ � lRCPðzÞ�j~Eð/inc; z; dCrÞj2e�z=K sin /qðzÞ drx

dX
dzð

j~Eð/inc; z; dCrÞj2e�z=K sin /qðzÞ drx

dX
dz

;

(40)

where the last approximate equality holds if we assume that

lLCPðzÞ and lRCPðzÞare much less than unity. At this point, it

is important to note that, if the contribution of each atom of a

given type to magnetic dichroism is the same, regardless of

its position inside a given layer or in an interface between

two layers, it is equivalent to both lLCPðzÞ and lRCPðzÞ
being independent of z (or constants). In this case, Eq. (40)

is reduced to IMCDð/inc; dCrÞ ffi lRCP � lRCP ¼ jm. This

implies that MCD will be constant during a SW scan in z or,

in fact, also a rocking curve scan in /inc, unless the contribu-

tions of a given atom to dichroism as a function of depth dif-

fer from the concentration profile of that atom. An

alternative and very useful way of looking at this is that if

the MCD is found to vary during a SW scan or rocking curve

measurement, the contribution of a given atom to magnetic

dichroism is not constant through the layer or through one or

both of the interfaces bounding the layer containing that

atom.

To demonstrate this, an intermixing between Fe and the

Cr wedge layer that produces non-uniform magnetization

FIG. 11. Calculations for a wedge-

profile sample on top of a multilayer

mirror consisting of 15 Å Fe/ 35� 135 Å

Cr-wedge/[20 Å B4C/20 Å W]40, but for

which the Fe/Cr interface is linearly

interdiffused and has a Gaussian profile

of element-specific magnetization (mag-

netic moment), as shown in Fig. 9: (a) Fe

2p and (b) Cr 2p photoelectron intensity

profiles as a function of Cr thicknesses.

Horizontal vertical line represents Bragg

angle /B¼ 10.9� corresponding to

h�¼ 850 eV. (c) Fe 2p and (d) Cr 2p
photoelectron intensity profiles that rep-

resent the magnetic moments of (c) Fe

and (d) Cr as a function of Cr

thicknesses.
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depth profiles, as derived previously from experiment21 is

assumed, as shown in Fig. 9. The linearly interdiffused

region spans over 7 Å, and the associated magnetization pro-

files that have been derived by analyzing experimental data

with Eq. (40) (Ref. 21) show that the Fe magnetic moment is

uniform in the non-diffused region while it rapidly decreases

with the half-width-half-maximum (HWHM) 2.8 Å, and the

Cr moment is zero all over the place except the region just

underneath the intermixed region (z¼ 18.5 Å) with

HWHM¼ 2 Å. For further insight into these results, we

show calculations related to MCD measurements for Fe and

Cr 2p photoemission in Figs. 11 and 12 and for Fe La and Cr

La x-ray emission in Figs. 13 and 14. The depth-resolved

intensities as a function of Cr thickness are obtained from

the average of LCP and RCP excitation, as [ILCPþ IRCP]/2.

Depth-resolved MCD signals proportional to the element-

specific magnetization (magnetic moment) are also shown.

The final MCD profiles [ILCP-IRCP]/Iave for photoemission

are plotted in Figs. 12(e) and 12(f) and for x-ray emission in

Figs. 14(e) and 14(f), with these showing significant modula-

tions as functions of angle (rocking curve) and dCr. Such

modulations of MCD in SWEDGE method have been clearly

observed in experiments on Fe/Cr in both photoemission21

and in x-ray emission26 thus showing that the magnetic

moments in Fe and Cr are not uniform across the layers due

to intermixing at the Fe/Cr interface.

The SWEDGE method can also be very powerful for

extracting the matrix-element-weighted depth-resolved va-

lence band (VB) density of states (DOS) from layers or inter-

faces of interest,25,30,31 and we now illustrate this from a

theoretical point of view for the same Fe layer on a Cr

wedge. In contrast to core levels, the VB spectra from each

layer will in general overlap each other in the binding energy

regime from the Fermi level to approximately 15–20 eV, and

it can thus be very hard to extract the DOS from each layer

or interface with conventional photoemission spectroscopy.

But if we now look at this from the point of view of a

SWEDGE measurement, the VB photoelectron intensity at a

certain kinetic energy Ekin in a given Cr wedge thickness dCr

can be written as

FIG. 12. (a) Fe 2p and (b) Cr 2p 3D inte-

grated intensity plot vs. incidence photon

angle and Cr thicknesses based on Figs. 11(a)

and 11(b). Integrated contribution to the mag-

netic moments of (c) Fe 2p (d) Cr 2p based

on Figs. 11(c) and 11(d), again as a function

of incidence angle and Cr thickness. The final

MCD contour plot, against the same coordi-

nates, for (e) Fe 2p and (f) Cr 2p.
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IVBðEkin; dCrÞ ¼ C

ð1
0

j~Eðz; dCrÞj2e�z=KðEkinÞsin / ~DðEkin; zÞdz;

(41)

where C is a constant factor, ~Eðz; dCrÞ is the electric field at

depth z, KðEkinÞis the EAL of the photoelectron, h is again

the internal photoelectron emission angle with respect to the

surface, and ~DðEkin; zÞ is the matrix-element weighted DOS

at Ekin at depth z that we will deduce. The VB spans a small

region and for soft x-ray or hard x-ray excitation, it is thus a

good approximation to assume that the EALs are constant

over the full spectrum at the same energy. If we make the

further assumption that ~DðEkin; zÞ is uniform in a given layer

with index L, Eq. (41) can be rewritten as

IVBðEkin; dCrÞ ffiC
X

L

~DLðEkinÞ
ð

z2L

j~Eðz; dCrÞj2e�z=KðEkinÞsin /dz

¼C
X

L

~DLðEkinÞ
ð1

0

WLðz; dCrÞdz; ð42Þ

where ~DLðEkinÞ is the matrix-element-weighted DOS at ki-

netic energy Ekin for a uniform layer L (here¼ Fe, the Fe/Cr

interface region, Cr, and B4C or W in the multilayer) and WL

is the depth dependent weighting of each layer L given by

WLðz; dCrÞ �
j~Eðz; dCrÞj2e�z=KðEkinÞsin /

0

if z 2 L

if z 62 L
:

(
(43)

The values of WLðz; dCrÞ can be calculated by considering

the combination of x-ray optics and the photoelectron emis-

sion process, as discussed earlier. Figs. 15(a)–15(c) plot WL

for L¼Fe, Fe/Cr interface, and Cr as functions of z and dCr.

Depending on each uniform layer, the phases and intensities

of WL are clearly different from each other. Now, Eq. (42)

can be reduced to

IVBðEkin; dCrÞ ¼ C
X

L

~DLðEkinÞULðdCrÞ; (44)

where ULðdCrÞ ¼
Ð

WLðz; dCrÞdz, with curves of this inte-

grated quantity being plotted in Fig. 15(d).

For a given Ekin or binding energy EB, the number of
~DLðEkinÞ values to be determined is the number of L’s � M,

while the number of equations (or the number of dCr’s) is the

total number of VB spectra over the wedge scan � N.

Eq. (44) becomes over-determined when N>M, or underde-

termined when N<M, respectively. To obtain a more reliable
~DLðEkinÞ, N
M is necessary. Thus, ~DL values can be

uniquely determined by solving the overdetermined linear

Eq. (44) in a least-squares manner way. There is an additional

constraint on the solution that ~DL should be non-negative.

The fitting calculations are straightforward and unequivocal

with no fundamental physical parameters to be optimized.

This method is very useful to deduce the matrix-element-

weighted DOS especially at interfaces. Recently, Yang

et al.30 showed that the SWEDGE method could be used to

determine that the electronic structure of a Fe/MgO interface

region is FeO-like, and thus not only being significantly

different from that of Fe but reducing the effective band gap

of MgO.

More recently, Kaiser et al.31 have used a similar

approach based only upon rocking curve measurements in

which a number N of VB spectra at different angles are com-

pared to core-level intensities in order to study changes in

the interface density of states near the Fermi level in a

FIG. 13. Calculation of x-ray emission

for a wedge-profile sample on top of the

same multilayer mirror consisting of

15 Å Fe/ 35� 135 Å Cr-wedge/[20 Å

B4C/20 Å W]40 where the Fe/Cr inter-

face is uniform in both concentration

and magnetization, and the photon

energy is 850 eV. The incidence angle is

fixed at /B¼ 10.9�: (a) Fe La and (b) Cr

La x-ray emission intensity profiles as a

function of Cr thickness. (c) Fe La and

(d) Cr La photoelectron intensity profiles

that represent the contributions to the

magnetic moments of (c) Fe and (d) Cr

as a function of Cr thicknesses.
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LaNiO3/SrTiO3 multilayer. In this work, core-level inten-

sities that are unique to each layer are used as the signatures

of a given layer, equivalent to the DL parameters above, but

now experimentally derived, and the VB spectra analyzed in

the same sort of self-consistent least-squares analysis. This

method is similar in philosophy to that used in prior

standing-wave photoemission studies making use of single-

crystal planar Bragg-reflection studies.16

E. Standing-wave localization, total reflection, and
waveguide effects in tailored multilayer configuration

We now consider two interesting phenomena that occur

with a proper tailoring of the various layers in a multilayer

sample: standing wave localization or confinement and

waveguide effects. Both of these effects have the potential in

certain cases of enhancing depth resolution.

A type of standing-wave localization or confinement can

be achieved by employing an aperiodic multilayer with care-

fully tuned optical properties and individual layer thick-

nesses. Fig. 16(a) is the plot of electric-field intensity (E2)

versus sample depth for an aperiodic multilayer structure

depicted in a schematic diagram in Fig. 16(b). The epitaxial

multilayer consists of two types of alternating superlattice

clusters. The first cluster is composed of 4 SrTiO3/

La1.2Sr1.8Mn2O7 (STO/LSMO) bilayers where each individ-

ual layer consists of 8 unit cells. The second cluster is com-

posed of 12 STO/LSMO bilayers where each individual

layer consists of 7 unit cells. As a result of this, at each clus-

ter boundary, the phase of the standing wave is always either

delayed or advanced by p, as shown in the inset in Fig.

16(a). Therefore, at the Bragg angle, the standing-wave mod-

ulation within the sample exhibits a “beat” profile, which ter-

minates at the surface, and almost completely confines the

standing wave within the sample. The simulated reflectivity

vs. angle plot in Fig. 17 exhibits a complicated structure near

the Bragg angle and nears zero at the Bragg angle (1.12�) as

shown in the inset, as it must for the SW to be so weak

FIG. 14. (a) Fe La and (b) Cr La inte-

grated intensity plot vs. incidence pho-

ton angle and Cr thicknesses based on

Figs. 13(a) and 13(b) (c) Fe La moment

and (d) Cr La moment integrated inten-

sity plot based on Figs. 13(c) and 13(d).

(e) Fe La MCD and (f) Cr La MCD con-

tour plot. The horizontal line again indi-

cates the Bragg angle for 850 eV.
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outside the sample. The layer configuration which leads to

such a standing-wave confinement effect is by no means

unique. A wide variety of aperiodic multilayers could pro-

duce this destructive interference effect above the sample

surface. This phenomenon could have a wide variety of

potential applications in interface science, where depth-

selective photoemission is of advantage. It also could poten-

tially be applied to photoemission experiments probing

solid-liquid and solid-gas interfaces, where it could be bene-

ficial to attenuate the x-ray electric field right above the solid

sample surface so as not to sample a number of cycles of ex-

citation in the effectively semi-infinite liquid or gas medium

above the surface.

As another interesting case, we consider varying the

incidence angle in the region between the Bragg angle and

the region of total external reflection, a rich variety of x-ray

optical phenomena, including waveguide effects, can be

observed for specific film structures grown on multilayer

substrates. We here for the first time also consider hard x-ray

excitation at a typical energy for current experiments.29 As

an example, Fig. 17(a) illustrates a schematic cross section

of a sample configuration, which could be used to study

interface phenomena in an exchange-bias junction. For refer-

ence, exchange bias is an effect through which an anti-

ferromagnetic (AF) layer (here FeF2) can be used to bias the

magnetic hysteresis loop of an adjacent ferromagnetic (FM)

layer (here Co) such that this bilayer can be used as the

fixed-magnetization bottom portion of a four-layer AF/

FM(fixed)/metal or insulator barrier layer/FM(free) in a giant

magnetoresistive or tunnel magnetoresistive structure,

respectively.55 The specific model sample we have chosen

consists of a GaAs/AlAs multilayer comprising 60 bilayers

with a period of 44.9 Å, with a 200 Å MgF2 seed layer for

the epitaxial growth of FeF2, followed by 100 Å of FeF2 (the

antiferromagnet in the exchange bias), 40 Å of Co (the ferro-

magnet to be exchange biased), a 10 Å Al protective cap, and

finally a thin layer of oxygen contaminant to simulate the

surface oxidation of Al. The photoemission intensities origi-

nating from various electronic subshells are modeled as

functions of x-ray grazing incidence angle for a typical hard

x-ray photon energy of 5.9 keV in Fig. 17(b).

Typical Bragg peaks in photoemission intensities due to

the constructive interference of the incident and reflected

waves in the multilayer are observed near the angle of 1.4�

for all subshells. Most standing-wave excited photoemission

experiments have been performed at or around the Bragg

angle, in order to enhance the depth selectivity of the photo-

emission by maximizing the intensity of the standing-wave

modulations. The E-field intensity inside the sample at the

Bragg angle is plotted as a function of depth in Fig. 17(d),

and it exhibits strong standing-wave modulations. On both

sides of the Bragg peak, two sets of interference fringes, the

Kiessig (or Fresnel) fringes mentioned previously, are

observed—longer-wavelength fringes associated with the

Co/FeF2/MgF2 layers above the multilayer, and shorter-

wavelength fringes resulting from interference between

waves reflecting from the top layer of the multilayer and

from the bottom interface with the GaAs substrate. The

shorter-wavelength Kiessig fringes are more evident in the

blown-up plot of the region near the Bragg angle in Fig.

17(c). The separations of these fringes are fully consistent

with Eq. (37) and distances D of 2688 Å for the overall mul-

tilayer (compared to the input value of 2694 Å), and D of

387 Å for the overlayers on the multilayer (compared to the

input value of 390 Å). As the grazing incidence angle is

decreased toward the onset of total external reflection at

FIG. 15. Calculation steps used in deriv-

ing layer-specific densities of states for

the Fe/Cr sample of Figs. 8 and 10–14.

((a)–(c)) 3D contour plots of the depth-

resolved theoretical weighting factors WL

for each layer, as defined in Eq. (43), as a

function of Cr wedge thickness dCr and

depth z for (a) WFe, (b) WFe/Cr interface, and

(c) WCr. Note that these include both the

variation of the electric field as the SW

scans through the sample and the inelastic

attenuation of the escaping photoelec-

trons. (d) The integrals UL of WL over a

given layer UFe (black), UFe/Cr interface

(red), and UCr (blue) are plotted versus

dCr.
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�0.4�, a general increase is seen in the intensities of peaks

originating in the top few layers (O 1s in Al oxide, Al 2 p,
and Co 2p). This is due to the concentration of the E-field in-

tensity near the surface of the sample, and is finally related

at the onset of total reflection to the effect seen in Fig. 3.

As grazing angles are reduced below �0.4�, there is

decreasing E-field penetration below the surface of the sam-

ple, as illustrated for point 1 in Figs. 17(b) and 17(e), and

most of the photoemission originates from the Al oxide, Al

and Co layers. Going to low grazing incidence angles, there-

fore, is an effective way of enhancing the surface sensitivity

of a hard x-ray (or in fact also soft x-ray) photoemission

experiment, as realized before in the technique GIXPS/

TRXPS.12,13

Finally, an unusual effect is observed at the grazing inci-

dence angle of 0.375�, where the photoemission intensities

originating from the MgF2 layer exhibit a very intense spike

labeled as point 2. This phenomenon can be explained by

examining the E-field intensity profile inside the sample

shown in Fig. 17(f). Due to its low optical density, the MgF2

layer acts as a waveguide, enhancing the E-field intensity

within itself via multiple scattering of the x-rays from the top

and bottom interfaces with the adjacent FeF2 and AlAs layers,

which are of higher atomic number and thus also optical den-

sity. Because of this waveguide effect, the photoemission sen-

sitivity is enhanced dramatically inside the buried MgF2 layer.

Such effects have in fact been observed in hard x-ray fluores-

cence experiments previously.56

FIG. 16. (a) Calculated electric-field in-

tensity (jEj2) versus sample depth for an

aperiodic multilayer structure of STO

and LSMO depicted in a schematic dia-

gram in (b) and x-rays of 5930 eV energy

incident at 1.12�. At each cluster bound-

ary, the phase of the standing wave is

always either delayed or advanced by p,

as shown by the inset in (a), and the net

effect is to confine the standing-wave

inside of the multilayer. (c) Calculated

reflectivity vs. angle for the sample

shown in (a). Note the near-zero value at

an incidence angle of 1.12� as shown in

the inset; this must be the case, since if

the standing-wave modulation is zero

above the surface, the reflected wave

must approach zero also. Although not

shown here, it appears that an incidence

angle of about 1.22� should also lead to

a similar standing-wave confinement,

due to the very low reflectivity seen

there as well.
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These two types of theoretical simulations thus suggest

several ways in which x-ray optical effects can be useful in

focusing photoemission, or x-ray emission, on certain depths

within a sample.

F. Application to nm-scale unit cells in layered single-
crystals

A final interesting aspect of the soft X-ray standing

wave method is its application to single-crystalline systems

exhibiting an intrinsically layered structure, such as the lay-

ered manganites, e.g., La1.2Sr1.8Mn2O7 (Ref. 57) showing

colossal magnetoresistance or the high-Tc superconductors,

e.g., YBa2Cu3O7.58 In these materials, the crystalline unit

cell can be considered as a multilayer consisting of

sub-planes with a different atomic constitution, e.g., MnO2

(MO) and La0.4Sr0.6O1 (LSO) planes in the layered manga-

nite LSMO. In Sec. IV, we will concentrate on the x-ray op-

tical properties of this material and consequences thereof.

LSMO crystallizes in the Ruddlesden-Popper phase

(n¼ 2) and is closely related to the perovskite La0.4Sr0.6MnO3.

It can thus be modeled as depicted in Fig. 18(a). The layer

thicknesses used in the simulations have been derived from the

differences of the lattice parameters of the perovskite and the

Ruddlesden-Popper phases and can thus only serve as a rough

approximation. Uncertainty of the atomic positions has been

modeled by introducing interdiffusion of the single layers of

0.5 Å.

Reflectivity and photoelectron intensities have been

simulated for this compound, treating it as a multilayer mir-

ror whose layers have different indices of refraction, and

including an accurate experimental determination of the res-

onant effects on crossing the Mn-L3 edge. An LSMO single

crystal has been modeled using 1000 repetitions of the LSO/

MO/LSO/MO/LSO pentalayers, as shown in Fig. 18(a). Fig.

18(b) shows the reflectivity of LSMO crystals for different

photon energies across the Mn-L3 resonance. Due to the

strongly changing x-ray optical properties (see, Fig. 4(a) for

the closely related MnO), the shape of the Bragg peak

depends on the photon energy as well. The high number of

repetitions yields a reflectivity of more than 10% with a

FWHM of �0.4� for the resonant energy of h�¼ 634 eV.

The standing wave effect is also prominent in the photoelec-

tron yield of the Sr-3d and Mn-3p electrons, with overall

FIG. 17. (a) Schematic cross section of a hypothetical sample which could be used to study interface phenomena in an exchange-bias junction consisting of fer-

romagnetic Co, antiferromagnetic FeF2 (assumed here to be 100 Å thick, although it might be grown in wedge profile as needed), and a buffer layer of MgF2,

all grown on a GaAs/AlAs multilayer mirror. (b) Photoemission intensities originating from various electronic subshells are calculated as a function of x-ray

grazing incidence angle for a typical hard x-ray photon energy of 5.9 keV. (c) Photoemission intensities in the region near the Bragg angle. E-field intensity as

a function of depth inside the sample (d) at the Bragg angle of 1.39�, (e) at point 1 for a grazing incidence angle of 0.300�, and (f) at a grazing incidence angle

of 0.375�, where the waveguide effect is observed in the MgF2 layer.
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effects of 20%–30%, as shown in Fig. 18(c). The maxima

and minima of the rocking curves for the two photoelectron

peaks from different layers are significantly shifted relative

to each other. An evaluation of the ratio of the normalized

Sr-3d and Mn-3p photoelectrons for each angle reveals that

one third of the overall intensity can be shifted from one

layer to the other by changing the incidence angle by 0.45�.
However, for this particular crystal structure, it has to be

noted that, unlike the case of a repeated simple nanoscale

bilayers considered in prior sections, the Sr-3d maximum in-

tensity does not correspond to the Mn-3p minimum intensity

and vice versa. Due to the complex layered structure, one

wavelength of the standing wave spans more than a single

bilayer of LSO/MO, as depicted in Fig. 18(a). Therefore, in

this model system, a shift of the standing wave by half a

wavelength does not necessarily swap the photoelectron

yield maxima of both sublayers. Nonetheless, a further anal-

ysis of the depth-resolved photoelectron yields in Fig. 18(d)

shows that by varying the incidence angle, the center of

gravity of the photoemission yield can be significantly

moved within the wavelength of the standing wave. For

example, a comparison of the photoelectron yields for 76.2�

and 75.8� shows a significant shift of the Mn-photoemission

from the first to the second sublayer and a change from

surface-sensitive Sr-photoemission to a higher sensitivity to

the electrons from the buried sublayer. By carefully tuning

the incidence angle and modeling the experimental data, it

should thus be possible to compare the electronic structure

from the surface and buried LSO layers and from different

MO layers. These results thus suggest another fruitful area of

application of standing-wave photoemission that can be

modeled using the YXRO program. However, for such an

atomic-layer specific standing-wave study, the next higher

level of microscopic theory, in which the detailed atomic

structure is included over many layers and each atom is

described by a complex scattering factor, would be more

appropriate, and would include a prediction of Bragg reflec-

tions from various crystal planes that would not be predicted

by the YXRO program.

IV. SUMMARY AND OUTLOOK FOR FUTURE STUDIES

We have presented an accurate and versatile methodol-

ogy for calculating x-ray optical effects on photoelectron

and Auger electron spectroscopy, as well as x-ray emission

spectroscopy, including all relevant refraction, reflection,

and absorption phenomena. The resulting computer program

is available for general use.40 We have illustrated these x-ray

optical effects for several examples of photoelectron emis-

sion, with other applications using photoemission and x-ray

emission appearing in the references of this paper [e.g., Refs.

18, 24, and 25). Effects occurring for semi-infinite substrates

have been considered, including intensity enhancements on

going to grazing incidence near total reflection, without and

with resonant excitation. The use of strong standing-wave

effects above samples behaving in some sense like multi-

layer mirrors has been considered, including the possible

effects of resonant excitation in studies of strongly correlated

materials. The possibility of localizing standing waves near a

surface by means of beat phenomena between different

mirror periodicities has been suggested. The additional use

of x-ray waveguide effects for certain types of multilayer

structures has also been explored. Finally, the use of

standing-wave photoemission in the study of crystalline

materials exhibiting a layered structure with nm-scale perio-

dicity in one direction has been considered. Overall, we con-

clude that making use of x-ray optical effects, particularly

including standing waves in photoemission, as well as in

FIG. 18. (a) Schematic cross-section of a

La1.2Sr1.8Mn2O7 bilayer manganite crys-

tal chosen as a model system for a lay-

ered compound. The wavelength of the

standing wave electric field, kSW (plotted

on the right) spans five single layers in

the compound. (b) Change of reflectivity

when tuning the photon energy across

the Mn-L3 resonance and allowing quan-

titatively for the precise variation of d
and b. (c) Normalized photoelectron

yields of Sr-3d and Mn-3p photoelec-

trons as a function of incidence angle

near the Bragg angle. The ratio of the

two yields shows a modulation of more

than 30%. (d) Depth-resolved photoelec-

tron yield of Sr-3d electrons (continuous

lines) and Mn-3p electrons (dashed

lines) for different photon incidence

angles across the Bragg peak.

073513-24 Yang et al. J. Appl. Phys. 113, 073513 (2013)

Downloaded 21 Feb 2013 to 134.79.222.200. Redistribution subject to AIP license or copyright; see http://jap.aip.org/about/rights_and_permissions



Auger and x-ray emission, represents a versatile set of tech-

niques for the study of various types of nanostructured mate-

rials, and that the methodology described here for modeling

these effects, including the program that is openly available,

permits quantitatively describing them.
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